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Abstract 

This paper investigates algorithms for the construction of sub-Gaussian models for the Gaussian stationary random processes with 

continuous spectrum. Estimates for random processes with analytical correlation functions retrieved and improved existing ones. 
Algorithms for simulation of random processes with given accuracy and reliability in various function spaces were constructed. 

Keywords: Gaussian process, simulation, sub-Gaussian model, model accuracy, model reliability 
 

                                                           
* Corresponding author e-mail: pashkoua@mail.ru 

1 Introduction 

 

In this paper, we continue to examine algorithms for 

constructing sub-Gaussian models for Gaussian 

stationary random processes and fields [1-5]. To 

construct models of stochastic processes we use their 

spectral image in the form of stochastic integrals. In [6-9] 

we studied the modelling techniques and conditions of 

weak convergence models. Same works suggested to use 

the assessment points of difference for the process and 

model to assess the accuracy of the simulation. Papers [3-

4] studied the rate of convergence of sub-Gaussian 

patterns in different functional spaces. It is possible to 

construct algorithms for simulation of random processes 

and fields with given accuracy and reliability for various 

functional spaces. 

Strictly sub-Gaussian random spectral expansions of 

random processes was proposed to examine as the model. 

Sub-Gaussian properties of random processes researches 

are given in [10-11]. 

When constructing models of Gaussian random 

processes with given accuracy and reliability in various 

functional spaces we need to assess growth of 

( ) ( )F F   , where 0  , ( )F  - the spectral 

function of the process. If the spectral function is known, 

it is not difficult. Another situation where the only 

correlation function is known and the spectral function 

cannot be found explicitly. 

Improved estimation for stationary Gaussian 

processes with continuous spectrum with correlation 

functions with desired properties was obtained in [1-5]. 

 

2 Basic concepts and definitions 

 

Let  , ,P   - be a standard probability space. 

Definition 1. A random variable   is called sub-

Gaussian, if 0E   and exists 0a   such that 

 
2 2

exp exp
2

a
E




 
 
 

 for all 1R . 

A space of sub-Gaussian variables  Sub   is Banach 

relative to the following norm 

 
 

1

2

2
0

2ln exp
sup

E




 



 
  

  
. 

If   2E    - called strictly sub-Gaussian random 

variable. 

Let )(t - be a real Gaussian stationary random 

process with - ( ) 0,E t   ( )R    correlation function of 

( )t , ( )F   - the spectral function of the process )(t , 

 
0

( ) cos ( )R t dF  


  . A random process be 

represented as    1 2

0 0

( ) cos ( ) sin ( )t t d t d      
 

   , 

where 
1
( )t  and 

2
( )t  - the centered and uncorrelated 

random processes with uncorrelated increments such as 

1 2
0     and  

2

1 2 1 1
( ) ( )E       

 
2

2 2 2 1 2 1
( ) ( ) ( ) ( ).E F F          

Let D - be some partition of the interval  ,,0   

0 1
: 0 ...

n
D   


      . The model of random 

process ( )t  can be obtained as 

    

  

1

1 1 1

0

2 1 2

, cos ( ) ( )

sin ( ) ( ) .

n

n i i i

i

i i i

S t t

t

    

    









   

  

  
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The model of process ( )t  can be obtained by 

modelling the sum    
1

1 2

0

cos sin
n

i i i i

i

t t   




   , where 

 1 2
,

i i
   - centered uncorrelated Gaussian random 

variables with    
2 2

1 2 1
( ) ( ).

i i i i
E E F F   


    Given 

the precision of work with real numbers and algorithms 

errors for simulation Gaussian random variables, lets 

consider  1 2
,

i i
   - be a sequence of strictly sub-

Gaussian uncorrelated random variables. Let ( )t  and all 

 ,
n

S t   belongs to certain functional Banach space 

( )A T  with norm of  . Let the two numbers be as follow 

0   and 0 1  . 

Definition 2. Model  ,
n

S t   approximates the 

process ( )t  with reliability 1   and accuracy   in the 

norm of space ( )A T , if the following inequality holds 

  ( ) , .
n

P t S t       

 

3 Main results 

 

Theorem 1. Model  ,
n

S t   approximates the process 

( )t  with reliability 1  and accuracy   in the norm 

of process 
2
( )L T , if for the numbers   and n  the 

following inequalities hold 2

,n
B 


  and 

2

,,

1
exp exp

2 2
nn

BB

 




    
    

    

, where 

 
2

,
( ) ( , ) ( )

n n

T

B E t S t d t 

   . 

The proof of the theorem can be found in [3-5]. 

When for the correlation function ( )R   and spectral 

function ( )F   of process ( )t  performs 

 (0) 1R F    (in the general case we can assume 

( )
( )

(0)

R
R

R


   and 

( )
( )

( )

F
F

F


 


), then ( )R   can be 

considered as the characteristic function of some random 

variable with symmetric distribution function ( )G   and 

when 0   we have ( ) ( ) ( )F G G     . 

The following assertion holds. 

Theorem 2. Let’s assume that for the correlation 

function ( )R   and for some 
0

t  when 
0

t t  the following 

condition holds 
  1

( )
1 ( )

K

j

j

R t
t

R




 


 , where 

( ), 1,2...
j

t j K   - monotone nondecreasing functions, 

(0) 0
j

  , such as, when 
0

uv t , 
1 2( ) ( ) ( )

j j j
uv u u   , 

where ( ) 0, 1,2, 1,2...i

j
u i j K     - monotone 

nondecreasing functions, (0) 0i

j
  , then following 

inequalities hold 

1) if 
0

2
h

t
 , then 

0,

1

2
1 ( )

2j

K

j

h
F h


 

 
    

 
 , 

2) if 
0

3
h

t
 , then 

1,

1

8
1 ( )

3 3j

K

j

h
F h


 

 
    

 
 , 

3) if 
0

4
h

t
 , then 

2,

1

3
1 ( )

4j

K

j

h
F h


 

 
    

 
 , 

where 

 

 

0 21

1 2

, 2

0 1

1

0

( )1
( )

2

( 1)

j

ht

j

n j j n

n

u
h u du du

h u

n ht




 





  
        




 
. 

The theorem is a general result of Lemma 4 and 

Theorem 1 from [2]. 

Corollary 1. Let assume that for the correlation 

function ( )R   and some 
0

t  when 
0

t t  the following 

condition holds 
 
( )

1 , 0 2
R t

C t
R




   


. Then for 

( )
1

( )

F

F





 we have the following estimates  

1) if 
0

2
h

t
 , 0 1  , 

then 
  0,

( ) 2
1

2

F h h

F




 
    

  
, (1) 

2) if 
0

3
h

t
 , 0 2  ,  

then 
  1,

( ) 8
1

3 3

F h h

F




 
    

  
, (2) 

3) if 
0

4
h

t
 , 0 2  ,   

then 
  2,

( ) 3
1

4

F h h

F




 
    

  
, (3) 

where 

 

,

0

1

0

1 1
( )

1 1

1 2

1 1

n

n

C
H h

h n

C t

n nht



 





 




 
    

   

 
  

   

. 

The proof follows directly from Theorem 2. 

These estimates depend on  , so, having small   

(1) is a better estimate, but when 1   then estimate (3) 

is better. Estimate (2) should be compared in each 

particular case. Obtained results can be used for 

evaluation ( ) ( )F F   . 

Suppose that the correlation function ( )R   has 

derivatives of order 4 , 1,2,...k k  . Since 
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   4 2 4

0

( ) ( 1) cos ( )
k k kR dF   



   , then 
 4

( )
k

R    the 

correlation function of a random process with a spectral 

function 
4

0

( ) ( )k

k
F u dF u



   . 

There is an inequality 

      4 4( ) ( )k k

k k
F F u dF u F F





         , then 

        4

1
k kk

F F F F      


. 

Corollary 2. Suppose 1,2,...k   for the correlation 

function 
 4

( )
k

R   and for some 
0

t  when 
0

t t  the 

following condition holds 
 

   

4

,4

1

( )
1 ( )

k K

j kk

j

R t
t

R




 


 , 

where 
,
( ), 1,2...

j k
t j K   satisfies the conditions of the 

theorem 2. Then for 
( )

1
( )

k

k

F

F





 we have  

1) if 
0

2
h

t
 , then 

0,

1

2
( ) ( ) ( )

2j

K

k k k

j

h
F F h F


 

 
      

 
 , 

2) if 
0

3
h

t
 , then 

1,

1

8
( ) ( ) ( )

3 3j

K

k k k

j

h
F F h F


 

 
      

 
 , 

3) if 
0

4
h

t
 , then 

2,

1

3
( ) ( ) ( )

4j

K

k k k

j

h
F F h F


 

 
      

 
 , where 

 

 

0 21

1 2

, 2

0 1

1

0

( )1
( )

2

( 1)

j

ht

j

n j j n

n

u
h u du du

h u

n ht




 





  
        



 
. 

The proof follows directly from Theorem 2. 

More accurate estimates can be obtained when ( )R   

is analytical. Let   be a positive probability unit, ( )F x  - 

its distribution function and  
0

( ) cos ( )u dF u  


   - the 

characteristic function. 

Lemma 1. If ( )   analytic in some district of zero 

and there are numbers 0L   and 0  , such as for all 

1k   the following condition holds      2
0

kk
Lk



  , 

then in case of   2h Le


  the following inequality holds 

 

2

1 ( ) exp
2

h
F h P h

Le




 
 

     
 
 

. 

Proof. From the Lyapunov inequality follows that 

when 2 2 2k s k   , 1k   we have 

   
1 1

2 2s ks kE E  . Whereas, 

   22 2

0

0 ( )
kk kE x dF x 



    then when 1s   there are 

relation 

       
1 2

2 2 2 2 2

s

s s s
s k k

k
E E Lk Ls Ls

s



  

 
 

    
 

. 

So, when 1s   we have   2

s
sE Ls



  . From this 

inequality and Chebyshev inequality implies that 

0, 1h s   the following irregularities take place 

 
2

2

s

s

s

E Ls
P h

h
h








 
   
 
 

. Minimizing the right side by 

s , in this case 

2

h
s

Le



 , we obtain the required inequality. 

Let ( ), 0F u u   - be a spectral function of a stationary 

process. Since function 
( )

( )

F u

F 
 can be considered as a 

function of the distribution of positive random variable 

 , then we have the following theorem. 

Theorem 3. Let the correlation function ( )R   of a 

stationary random process )(t  be analytic in some 

district of zero and there are numbers 0L   and 0m  , 

such as for all 1k   we have the following estimate 

 (2 ) (0)
mkkR Lk , then when   2

m

h Le  the following 

inequality holds 

2

1 ( ) exp
2

mh m
F h

Le

 
 

   
 
 

. 

 

4 Examples 

 

Consider a stationary random process )(t   with 

correlation function   CAR  exp)( , where 

0A , 0C . Spectral function 









C
arctg

A
F




)(  

and 














 


C
arctg

A
FF

2
)()(




. 

Let for stationary random process ( )t  correlation 

function    ( ) exp cosR A C    , where 0A  , 
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0C   and 0  . Spectral function 

 
 

 

2 2 2

2
2 2 2 2 24

C CA
f

C C

 


   

 


  
. For ( ) ( )F F    

the following holds 

   
2 22 2

( ) ( )

1 1

2

2

F F

AC
dx

C x C x

A
arctg arctg

C C

  

 








   

 
   
     

       
      

    

 .  

Consider a stationary random process ( )t  with 

correlation function    ( ) exp cosR A C



    , 

where 0A

 , 0C  , 0   and 1 2  . Let us 

estimate ( ) ( )F F    for the corresponding spectral 

function. Set (0) ( ) 1R F A


    .  

Let 1 2  , since when 0x   the following 

inequalities  exp 1x x    and  
2

cos 1
2

x
x   , and 

when 
1

1

0
min , 2t C  


 

   
 

 we have 

 
2 2

2 2 2 2 2 2

1 ( ) 1 1 1
2

.
2 2 2

R C C

C C

 

 

 
  

     
 

 
       

 

 
    

 

. 

Thus, according to corollary 1, when 
0

4
h

t
  we have 

2, 2,2

3
1 ( )

4 4

h h
F h H H




    
       
    

, where 

 
2

2,2 2

3

4
H a

a


   and  2,

1 1

1 3

C
H a

a
   

 
   

  
. 

That is, when 
0

4
h

t
  we have 

2, 2,2

2

2

3
( ) ( )

4 4

3 4 1 1 12
.

1 3

A h h
F F h H H
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Let 2  . Note that    
2

( ) exp cosR C     - 

is the product of two characteristic functions: 
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( ) exp C     - characteristic function of a 
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 , which has a normal distribution from 
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E
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    , where 
1
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2
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That is, when h   we have the following inequality 
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5 Estimation of model parameters 

 

Let the random process ( )t  be defined on the interval 

 0, , 0T T  . Model of random process ( )t  built as 

     
1

1 2

0

, cos sin
n

n i i i i

i

S t t t   




     , where 

0 1
: 0 ...

n
D   


       - uniform partition of the 

interval  0, , and  1 2
,

i i
   - strictly sub-Gaussian 

independent random variables with 

   
2 2

1 2 1
( ) ( ).

i i i i
E E F F   


    

Let’s find such   and M , that the selected model 

approximates the process ( )t  with given accuracy   

and reliability 1   in  2
L T . 

By the theorem 1 for the unknown   and M  the 

following inequalities must hold 
2

, MB  and 
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
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,  , where s  - the root of the equation 
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For random process )(t  with correlation function 

  CAR  exp)( , where 0A , 0C   and 

uniform partition of the interval  ,0  the following 
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For stationary random process )(t  with correlation 

function    

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Lemma 2. Model  ,tSn  approximates the process 

)(t  with reliability 1  and accuracy   in the norm 
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Same results can be achieved in the space 

  2),,0( pTLp .  

Lemma 3. Model  ,tSn  approximates the process 

)(t  with reliability 1  and accuracy   in the norm 

  2),,0( pTLp , if M , and for M  the 

following inequality holds  54 ,max NNM  , where 

   

   





















2

2
212

2

21
1

2

12

4

,)1(min

22











sp

LAT
N

p

p

, 

T
L

N
2

1

2

2

05

2


















. 

Proof. Let TT )( . For the unknown   and M  

the following inequalities must hold 
2

2

,

2





s
DT M

p   and 

1

2

,

2




p
DT M

p 
. Consider  , as 













0

0

1
,1max
t

, the following inequality must 



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(3) 7-12 Kozachenko Yurii, Pashko Anatolii 

12 
Mathematical and Computer Modelling 

 

hold 










LA
F

M

T
DM )(

2

22

, . Minimizing the 

right side by  , i.e., if put 




















2

1

2

2

2T

ML
M , 

then we get inequality 

     22 2

2

2

2

2

2

2

,
 






 
















ALA

M

T
D

M
. So, for M  the 

following inequality must hold 

   

  
4

2

2
212

2

21
1

2

12

,)1(min

22
N

sp

LAT
M

p

p



































. 

Given that 0M , we get the proof of the lemma. 

In the real simulations, for example, for a given 

reliability 1 and accuracy   at 1 AA , 1C  

and 1T  we have the following results (table 1) in 

 ),0(2 TL . 

 

 

 

TABLE 1 Estimates for the parameters M  and   for the given 

accuracy and reliability in   TL ,02
 

        M    

0.1 0.05 0 1 17000 400 
0.05    137000 1600 

0.01    20000000 35000 

0.1 0.05 1 1 24000 420 

0.05    199000 150 

0.1 0.05 1 1.1 175200 6925 

0.05    1236000 24420 

0.01    115300000 455500 

0.1 0.05 1 1.5 27060 1010 

0.05    136400 2535 

0.01    5830000 21680 

0.1 0.05 1 2 8080 281 

0.05    32320 562 

0.01    808000 2810 

 

6 Conclusions 

 

The paper shows estimates for increases of spectral 

functions of random processes. The results are used for 

the parameter estimations of sub-Gaussian models in the 

simulation of Gaussian random processes. Found 

assessment allow us to build a model with given accuracy 

and reliability in various function spaces, in particular 

 2 ( 0, )L T ,  ( 0, ), 2pL T p  . 
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