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To the Heavens above us

O look and behold

The Planets that love us

All harnessed in gold!

What chariots, what horses
Against us shall bide

While the Stars in their courses
Do fight on our side?

All thought, all desires,

That are under the sun,

Are one with their fires,

As we also are one:

All matter, all spirit,

All fashion, all frame,

Receive and inherit

Their strength from the same.

(Oh, man that deniest

All power save thine own,
Their power in the highest
Is mightily shown.

Not less in the lowest
That power is made clear.
Oh, man, if thou knowest,
What treasure is here!)

KKk 5k K 5k 5k ok ok 5k Kk Kk Kk K K K K K K K

From: An Astrologer's Song Rudyard Kipling" (1865-1936)

This 8™ volume continues our publishing policy. The new format of journal (4 No per
year) allows us to present new scientific results of contributors in a shorter time. This also
means that evidently we divide the main topics of the journal into different issues.

The present issue is the continuation of our publishing activities. We hope our journal
will be interesting for research community, and we are open for collaboration both in research
and publishing.

EDITORS

2
//%&:»M e Yu. N. Shunin
s
% e 1.V. Kabashkin

! Rudyard Kipling (1865-1936) was born in India at the time of the British Empire. His father was the Headmaster of a school in
Bombay, and Kipling was sent at age six to a boarding school in England. He returned to India in 1882, and began work as a
journalist on the 'Civil and Military' Gazette, while quickly gaining a reputation as a great writer. Kipling stands as a literary giant
with a whole host of classic books to his name such as Kim, and The Jungle Book. Of his many poems his most famous is probably
'If which even today the encapsulation of a mini-degree course is in human psychology. He received the Nobel Prize for literature in
1907, and when he died was buried in Poet's corner at Westminster Abbey.
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MODELLING OF PATTERN FORMATION IN THIN METALLIC
FILM GROWTH ON CRYSTALLINE SUBSTRATES

V.N.KUZOVKOYV, E.A. KOTOMIN, G. ZVEJNIEKS
Institute for Solid State Physics, University of Latvia, Kengaraga 8, LV-1063 Riga, Latvia

We present and discuss results of the kinetic MC simulations of the pattern formation during the adsorption of mobile
metal atoms on crystalline substrate. Simulations are based on a new complete axiomatic approach to the kinetics of diffusion-
controlled processes with energetic interactions (the standard model described in Appendix A). Pattern formation simulated for
submonolayer metal coverage is characterized in terms of the joint correlation functions for spatial distribution of adsorbed atoms.
We demonstrate that the patterns obtained are defined by the ratio of the atom mutual attraction energy to the substrate temperature.
Kinetic MC simulations confirm the distinctive average distance between two-dimensional metal islands, estimated by means of
scaling approach.

Keywords: pattern formation, thin films, MC simulations

1. Introduction

Metal atoms adsorption with a given dose rate on metallic and insulating substrates shows in
general two modes of thin film growth: monolayer-by-monolayer regime or D=3 (D — spatial
dimensionality) metal cluster formation [1-4]. Detailed understanding of this process is important for
many technological applications, including catalysis, microelectronics etc. In particular, the problem of
Ag thin film deposition on MgO is widely studied [5-7]. Electron microscopy experiments performed at
low and moderate temperatures reveal two kinds of pattern formation: the spherical compact clusters and
worm-like loose cluster growth [7,8]. The analysis of these structures reveals some regularity. At the
constant temperature the change of adsorbate concentration increases the size of metallic clusters, but the
characteristic distance between cluster centres remains almost unchanged, being of the order 0.1 um, i.e.,
a few hundreds of lattice constants. The more so, wide variations of Ag adsorption rate and the
temperature do not affect strongly this characteristic distance. However, the temperature increase from
100 C up to 450 C transforms loose clusters into compact ones [7].

There are two kinds of general approaches in theoretical description of the growth mode of thin
metallic films. The first approach assumes the system to be in a thermo dynamical equilibrium and thus
the statistical methods could be applied [9,10]. In fact, constant adsorbate concentration is assumed, i.e.
the adsorption rate is expected to be very slow whereas metal atom diffusion very fast, so that the system
reaches the thermodynamic equilibrium between adsorption of the two sequential metal atoms. This is
not, however, the case when adsorbate atoms strongly interact with each other, which prevents a fast
transformation of small clusters into larger clusters (Ostwald ripening).

The alternative kinetic approach, which is usually based on rate-equations, focuses on the mobile
atom diffusion and aggregation [3]. Often the relaxation kinetics is modelled by means of Monte Carlo
(MC) or similar techniques for systems with a constant number of particles where Ostwald ripening
occurs [11,12]. We would like to mention in this respect pioneering papers by Ben-Shaul et a/ [13,14]
where pattern formation was studied as a result of a strong adsorbate-adsorbate interaction and diffusion.

Most of the kinetic MC simulations (see, e.g., [15-17] and references therein) deal with
irreversible growth of aggregates, which corresponds to the limiting case of very strong adsorbate-
adsorbate interaction and/or low temperatures. This leads typically to the dendrite-like adsorbate patterns.
Rare exceptions are the kinetic MC simulations [18,19] where adatoms attachment to islands is a
reversible process.

In this paper, we perform MC simulations for a realistic process of adsorbate deposition with a
given rate, taking into account adsorbate surface diffusion and interaction. To describe the spatial
distribution of adsorbed atoms, we use for the first time the joint correlation functions characterizing
relative spatial distribution of adsorbed atoms. We discuss in Appendix A some non-trivial aspects of the
MC simulations for interacting particles.
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2. Model

We assume that adsorbate atoms arrive at the surface with a given dose rate £. Adsorbed atoms
are mobile on the surface. In the case of no interacting particles their diffusion obeys the standard
equation,

Ea
DZDoeXp—kT , (1)
B

where E, is activation energy. For the activation energy of E,=0.1 el typical both for Ag on MgO [9,10]
and Pd [19], one gets in the typical experimental temperature interval of 7=300+1000 K, that the
argument of exponent, E,/kpT, changes only by an order of magnitude, in the interval 0.02+0.3. This
clearly indicates that adsorbate diffusion is weakly activated which means, the observed temperature
effects most probably are connected with interactions of adsorbed particles. As we show below, diffusion
determines the scale of formed structures but not their type. In this sense, the incomplete information
about diffusion coefficient pre-exponent has no big effect on the further qualitative conclusions.

Let us translate this information to the abstract level of computer simulations. We study the
adsorption of particles on sites of square discrete lattice. Each site can be either empty (state 0) or
occupied by an adsorbate (state A). The adsorbate concentration Cy is the fraction of occupied sites on the
lattice. Our present D=2 model is restricted to the growth of adsorbate monolayer, since we are interested
in initial stages of thin film growth.

Processes on the lattice are stochastic, and thus could be described in terms of the Master
Equation [20]. To define it, one has to specify the elementary processes. Adsorption (hereafter we follow
the terminology [20]) is a monomolecular process, 0—A, i.e., a single site changes its state from 0 to A.
The rate of this process is ¢ =ka’, where k is adsorption rate per surface unit and time unit. The desorption
processes A—0 are neglected in our model since experiments show that at moderate temperatures
adsorption is irreversible.

Diffusion of an adsorbed particle on the lattice is described by its hops to a free nearest
neighbouring (NN) site. The standard diffusion expression is

2
a
D = d . (2)

z
where {=4 is the number of NNs and d is the so-called hopping rate. According to the terminology [20],
diffusion is a typical example of the bimolecular process when the state of two NN sites is changed
simultaneously, AO—OA, with the rate d. Both rates ¢ and d have dimension of s

Now let us introduce an interaction between adsorbate atoms (we call them hereafter particles).
We restrict our model by taking into account short-range interaction only between particles in NN sites.
This is described by the parameter £, =-g& with £>0 (attraction). An interaction energy is always
introduced in equations in a combination with the temperature, through the additional dimensionless
parameter w=gkgT. In our approach, aggregates of particles are dynamical formations; single particles
can join and leave aggregates. This is in contrast to the standard nucleation and growth phenomenological
theory [3] based on the irreversible growth of aggregates exceeding some critical size. When adsorbate
atoms interact each with other, the hopping rate between two NN sites depends on the total energies of
adsorbate atom in these two sites. These energies depend on pair interaction energy ¢ and configuration of
other adsorbate atoms surrounding these two sites. This results in energy dependence (lateral interaction)
of the kinetics under study.

To construct the Master Equation with the energy dependence, which is well known to be non-
unique procedure, we use the standard model approach described in references [20-22]. In Appendix A
we present a short description of this model. Its advantage is usage of a new axiomatic approximation to
the kinetics of diffusion-controlled reversible processes. According to this approach, only reversible
processes have the energetic dependence. Such a process in our model is particle diffusion (forward and
backward hops). Since we neglect desorption of particles, their adsorption is an irreversible step.
Accordingly, its rate is independent on the energetic, i.e. the states of the NN sites of the adsorbed
particle. For any configuration of neighbouring sites the adsorption rate is chosen to be ¢

Nontrivial problem in our model is the pattern formed by adsorbed particles on the lattice. The
structure for a given C, is determined by the two dimensionless parameters: @ and d/4. The latter is



Solid State Physics

typically quite large: d/{>>1. Before making any MC modelling, we can expect two different types of
adsorbate patterns, depending on the value of the @ parameter.

3. The scenario of the thin film growth

One can start with a system in the quasi-equilibrium state where new particles are added
“adiabatically”. In other words, it is assumed that due to a high mobility of adsorbed particles the metallic
structure on the substrate quickly relaxes after rare events of new particle adsorptions, and thus the Gibs
statistics for equilibrium structures is valid [9]. However, this in fact means that particles are only weakly
interacting (small parameter w). In this case the structure of adsorbed particles is quite trivial: particles
form loose clusters where new particles join and leave these clusters easily due to their diffusion. Two
spatial scales determine the adsorbate structure. The first scale is the mean distance between particles,
which is determined by particle concentration C4. The second scale is the correlation length, which is
governed by the energetic interaction between particles. (Despite the fact that our interaction is short-
range, limited by the NN particles only, nevertheless one should remember possible ordering processes
due to the cooperative behaviour in many-particle system, see also [19]).

In the opposite limiting case of the large parameter w particles are strongly bound to clusters due
to their mutual attraction. Diffusion is possible only for single, just adsorbed particles. In this case system
relaxation to equilibrium is hardly possible on the time scale of experiments (minutes). That is, the pattern
formation is entirely determined by the kinetics, not thermodynamics. Namely in this regime one can
expect the formation of nontrivial adsorbate structures.

We consider the last limiting case using the two methods. Firstly, we do it qualitatively, and then
in the next Section 4 discuss in detail, using our MC computer simulations. We start our analysis by
assuming that the parameter @ is large (which is supported by results of the MC simulations.) Some
analytical estimates could be made assuming that o> w,, where @j is identified with the critical value @y
in the lattice gas model [24]. The well-known On sager solution for the D=2 gas model gives
T.=0.567 &k, i.e. the dimensionless critical wy=e/kpT,~1.764, is of the order of unity.

For large attraction energies any encounter of a mobile particle with another one or the aggregate
results in the loss of particle mobility. We assume that the particles inside the aggregate can relax, making
it more compact and dense, but cannot leave the aggregate. Nucleation of the aggregate occurs due to the
random encounter of two mobile particles. The immobile (at low temperature) dimer grows further due to
permanent adsorption of new particles. Smallness of the adsorption coefficient ¢ with respect to the
hopping rate d makes a new encounter of the two particles quite a rare event (two newly adsorbed
particles have to find each other) as compared to much more probable attachment of newly adsorbed
particle to the pre-existing aggregate.

The characteristic properties of such the aggregate structure could be qualitatively described in
the following simple way. Let us introduce a new parameter /), which is the characteristic length scale of
the aggregate structure — the mean distance between nearest aggregates. We choose the time increment ¢,
in such a way that only one particle is adsorbed during this period on the surface area of a size : klj’t,=1.
(That is, one can neglect an encounter of single particles.) During this characteristic time #) a newly
created particle has to find an aggregate. This is possible if the diffusion length is close to the linear size
of an area: lo=(Dtg)1/ 2, Eliminating the parameter 7y, one finds I,=D/k. That is, the characteristic length
could be expressed in the units of lattice constant

1/4
Lo = Z_O = L(Rj > 3)

a al\ k

or using Eq. (2)
1/4
d

L, =|—
Ozé/

“4)

Surely, this is not a kind of the regular structures. The scale /, gives only the mean distance between
aggregates. For illustration, let us consider a random distribution of such D=2 aggregates with the density
ny=1/1, (the Poisson distribution and density fluctuations take place). If the mean radius of an aggregate,
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assumed for simplicity to be of a cyclic shape, is R, one can find a simple relation between the parameter
R and the adsorbant concentration Cy:

R2
C,=m——. (5)

Ly

From here it follows that Ra(C,)"”. Equation (5) is valid for small concentrations of adsorbants when one
can neglect the aggregate overlapping.

It should be noted that our critical exponent of 1/4 in Eq. (4) based on the scaling arguments,
differs from the exponent of 1/6 in generally accepted nucleation and growth theory [3,4]. The latter is
typical mean-field rate-equation approach neglecting any effects of reactant density fluctuations. The
more so, this theory is based on a standard assumption of the constant reaction rates. For the diffusion-
controlled reactions these rates are supposed to be proportional to the relevant diffusion coefficients [3,4].
This idea comes from the pioneering studies by Smoluchowski (1917) [23] and it is valid, strictly
speaking, only for D=3 systems. In fact, the same approach shows non-steady-state reaction rates for
D=2 case discussed in nucleation and growth theory.

Intensive studies of last two decades have demonstrated (see [20] and references therein) that
Smoluchowski approach is quite approximate since neglects effects of reactant density fluctuations. Due
to this fact the mean-field theory could be applied only for space dimensions D>4, at lower dimensions at
long times the reaction rates are not constants, even in D=3. The kinetic systems behave similarly to
equilibrium systems with phase transitions - the fluctuation effects change the critical exponents. This is
why the critical exponent of 1/6 in the nucleation and growth theory is not backed by any serious theory
(as well as MC simulations, to our knowledge).

Additional problem of the applicability of the nucleation and growth theory is its neglect of the
adsorbate atom interaction. Let us just quote a special study performed for Ag on Pt(111) surface [19]:
"interaction of NN adsorbed atoms leads to metal island densities over an order of magnitude larger than
those predicted by nucleation theory and identify a severe limitation of its applicability."

Note also that the exponent of 1/4 in, Eq. (4), does not result from any mean-field theory but
from the scaling arguments. Its final proof could be done only by means of direct MC simulations,
presented in our paper.

> © bo.

Figure 1. Schematic model of the growth of adsorbate aggregates with randomly chosen nucleation sites. Exchange of particles
between aggregates is neglected.

The effect of aggregate overlapping (coalescence of small clusters into larger clusters) as small clusters
grow could be easy illustrated. Figure 1 shows a random distribution of points, which serve as nucleation
centres of the clusters (circles of equal radii). It is obvious that due to the Poisson fluctuations some of the
nearest circles start to overlap due to influx of new particles (formation of larger aggregates). That is,
large aggregates of irregular shape arise from overlap of several small aggregates. As a result, we obtain
the characteristic distribution of aggregates, which is similar to results of actual MC computer simulation
presented below for large @. Note that this pattern is entirely defined by the kinetics, not
thermodynamics.

4. The restrictions of MC simulations

Using the standard Ag diffusion parameters, E,=0.1 eV, Dy=1 0% cm’s™ | and the adsorption rate
k=2+8 10" Ag/cm’s [5], from Eq. (3) one can easy estimate the mean distance between aggregates to be

10
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several hundred of lattice constants, which coincides with the characteristic distance between cluster
centres estimated from experiments, as mentioned in the Introduction (0.1 wpm). However, direct MC
simulations are hardly possible for determining the aggregate sizes L,. Indeed, for a good statistics one
has to use in simulations a lattice with the linear size L>>L,, which is unrealistic in this case. One has to
remember also that the computational time in MC simulations is proportional to L°D.

Nevertheless, one can study the characteristic stages of aggregation exploiting the scaling
arguments. Let us use the system of units such that {=/. (Transition to the new units simply means that
time is measured no longer in seconds but in units of 7=¢"".) It follows from Eq. (4) that an increase of the
hop frequency d (or diffusion coefficient D) by a factor of 2?=16 (with the scaling factor d’=2%d) has to
lead to the increase of the characteristic distance between aggregates by a factor of two (scaling is
L’y=2L,). If simulations confirm this, then in real case one expects to find similar aggregate structures but
larger in size.

Let us estimate available computer facilities. We choose the lattice size of L=2°=256 sites and a
maximal value of hop frequency d’=2° 10° (respectively, d=2° 10°). One MC simulation run with d’ takes
approximately 24 hours on Alpha 21164 workstation. Using Eq. (4), one can estimate that the parameter d
corresponds to the characteristic distance between aggregates of the order of L;~/0. That is, the aggregate
scale L, fulfils the condition L>>L,, which ensures a good statistics in MC simulations. At the same time,
the length L, is large enough to observe the aggregate formation.

5. Simulation algorithm

Our model includes adsorbtion, diffusion and interaction of particles. As was shown [22], it is
very convenient to use in the MC simulations the so-called pair algorithm. The basic idea of the
algorithm is to consider two NN sites and account for all possible processes therein. This determines the
maximal time update.

In the MC simulations we use the following steps:

1) The maximal time update is determined from the processes:

AO: jump of A + adsorption in 0 pr=2d+¢ (6)
00: adsorption in 0 + adsorption in 0 pr=2¢ @)
AA: configuration does not change p3=0, ®)

as a At=I1/max(p;). In the considered model, when d>>¢, the time update is determined by the
diffusion (hopping rate d) and thus At=1/p,.

2) The simulation time is updated, r—+2At/L’.

3) Horizontal or vertical orientation of a pair on a lattice is chosen randomly.

4) The pair is placed randomly in the lattice.

5) The state of the pair is analysed. According to the configuration of the pair, one of independent
processes in Egs. (6-8) is started randomly with the appropriate weight.

a) Hopping step. Firstly, an energy difference is calculated between the final and initial
reactant states, Aw=wsz—w,. Secondly, a RN is generated and if RN<I/[1+exp(Aw)] the
hop step is completed, otherwise the configuration stays unchanged.

b) Adsorption step. A particle is adsorbed in the corresponding empty site.

6) The program returns to step 2) if time ¢ is less than the final simulation time.

6. Results

Let us consider firstly the results for the large value of the dimensionless attraction energy w=3
(strong attraction and/or low temperatures). Four windows in Fig. 2 correspond to monotonous increase
of adsorbate concentration. It is obvious that the qualitative picture discussed above indeed takes place.
The adsorbate aggregates are very dense with only a few small holes. These aggregates are practically
immobile, and no new aggregates arise. That is, all newly adsorbed particles join already existing
aggregates. Small aggregates grow independently and coalesce periodically when their boundaries touch,
thus forming large aggregates of irregular shape. An increase of the diffusion coefficients by a factor of
2?=16 increases twice the characteristic distance between aggregates (Fig. 3) but preserves the pattern
similarity. These aggregate structures are quantitatively analysed below using the joint correlation
functions.

11
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Figure 3. The same as Fig. 2 with the hopping rate increased by a factor of 2*=16.

The aggregate pattern remains similar after decrease of the interaction energy down to w=2,
d=2° 10°. However, aggregates become here looser (Fig 4). One can observe also a large number of
single particles, which leave aggregates and walk on the lattice. Further decrease of the dimensionless
attraction energy down to the critical value of w=1.25 leads to the disappearance of aggregate pattern Fig
5: one can see only the short-range order in the distribution of particles (many very small and loose
aggregates).
RN e T

.J‘." L

Figure 5. The same as Fig 2 for =1.25.

Now let us characterize the aggregate patterns quantitatively, using the language of the joint
correlation functions F.gr) where a, =0, A [20]. These functions have a simple physical meaning.
Assume that some site is in the state =0, A. We are interested to find a probability that a site at the
distance r is in the state £. This probability, a)ﬁ(") (r)=Fqp(r) Cy(r), is normalized to unity,

12
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Yo, (r)=1. 9)

£=0,4

Two equations follow from Eq. (9),
FOA(F)CA +Foo(r)co =1, (10)
F (F)CA + FAo(r)Co =1.

Taking into account the symmetry properties Fy (7) =F4(r), the conclusion could be drawn that of all
these functions only one is independent. Therefore, for the illustration hereafter we consider only the
function F4(r), which describes the correlations in distribution of adsorbate atoms.

Figure 6. The joint correlation function vs the relative distance between adsorbate atoms (in units of lattice constant): @=3.0,
C,=0.1, hop frequency d=2" 10° (curve 1) and d’=2° 10° (curve 2).

4
in\2
<L 2t
<
LL 1
1_
0 1 1 1 1 1
0 10 20 30 40 50 60

Figure 7. The same as Fig. 6 for =2.0.

13
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Figure 8. The same as Fig. 6 for w=1.25.

Figures 6 to 8 demonstrate the correlation functions for three above-discussed situations for
decrease of the dimensionless particle interactions @w=3, 2, and lastly down to /.25. In particular, Fig. 6
shows clearly how the aggregate distribution is described in terms of the correlation function. Let us take
some particle A. With high probability it belongs to some aggregate and is surrounded by other particles
A. The correlation function gives the probability density to find a particle A at a given distance r from the
chosen particle placed into the origin. The random (chaotic, or Poisson) distribution corresponds to F.44(7)
=].

A figure 6 shows that at small relative distances the correlation function greatly exceeds the unity
thus indicating a strong aggregation. From here one can define the aggregate radius R as the distance
where the correlation function approaches to the unity. At larger distances the correlation function
becomes even less than unity: there are no other particles nearby the aggregate boundary since all such
particles are already attached. Lastly, with further increase of the distance, the correlation function
reaches the asymptotic value of the unity once more, which indicates the presence of other aggregates at
larger distances. The distance » where it takes place corresponds to the mean distance between aggregates,
Ly, introduced above. Let us define L, from the minimum of the correlation function. One can see that for
the hopping rate of d=2° 10° (curve 1) the aggregate radius R is about 5 lattice constants, and the scale L
is about §. After the scaling (curve 2) the shape of the correlation function remains the same, but both
scales, R, Ly, increase twice. This is in the complete agreement with above-made scaling arguments.

For w=2.0 (Fig. 7) we obtain qualitatively similar correlation functions with less pronounced
minima due to reduced aggregate density. The scale L, is still observable and it has the same order of
magnitude. However, for smaller w=1.25 (Fig. 8) the aggregate structure completely disappear, L, is no
longer observable, and the scale R (the mean size of the aggregate) loses the dependence on the hop
frequency (which indicates the quasi-equilibrium regime).

7. Discussion and conclusions

Our MC modelling demonstrates a considerable difference between simulations assuming the
adsorbate concentration to be constant, and for a permanent flux of adsorbates to the surface. The
principle point is that adsorbate-adsorbate interactions at relatively low temperatures keep most of
particles in their aggregates, which are highly non-equilibrium. This is why no Ostwald-type ripening of
small aggregates into larger aggregates takes place at the experimentally observable time scale. In our
submonolayer adsorbate modelling, we observe loose adsorbate aggregates for the dimensionless
attraction energy w=E,/kzT>1.25, and no pattern formation at smaller interaction energies/higher
temperatures. Our modelling neglects a role of point defects/impurities, which often assumed to serve as

14
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nucleation sites for aggregates. This is true under following conditions. Let the mean distance between
defects is L,, which is defined by their concentration. If L, >L,, defects play no role; just adsorbed
particles with greater probability meet and join pre-existing aggregates. For high defect concentrations, L,
>Lg4, just adsorbed particles meet defects, and form immobile dimers. For aggregation of other particles
such dimers serve very similarly to the result of the encounter of the two mobile adsorbate atoms. As a
result, one can expect growth of many small adsorbate aggregates rather than large aggregates. According
to our estimates for L, presented above and experiments, critical surface defect concentration for Ag/MgO
could be of the order of /07 (in dimensionless units).

To learn more about adsorbate growth mode, one has to go beyond D=2 simulations and model a
growth of several metal planes, which is now in progress.
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Appendix A

A.1. DETAILED BALANCE PRINCIPLE

The kinetic processes, such as particle (atom, molecule or defect) adsorption, desorption and
diffusion, are treated traditionally in terms of the Master Equation (ME). This serves as a general
axiomatic approach and basis for both analytical kinetic methods (MF, Cluster approximation, etc. [20])
and MC computer simulations. ME is formally defined if all possible system's states and relevant
transition rates are known. It is sufficient to know the transition rates K(a— /) for elementary transitions
from the (conditional) initial state « to the final state f.

The elementary processes include along with the above-mentioned adsorption, desorption and
diffusion, also reactions between particles. When generalizing kinetic theory through the incorporation of
particle lateral (energetic) interaction, the dependence of the transition rates on the particle interaction and
diffusion energies and temperature should be specified, which is not unique procedure. Let us consider for
the illustration a couple of elementary processes: system’s forward and backward transitions, o« . The
kinetics of this extremely simplified process reads

aw () __aw ()

dt dt = Kla > pW(a)-K(B > a)(B). (A1)

Here W(a) and W(p) are probabilities to find the system in the states aand f, respectively;
W(a)+W()=1. The local equilibrium, W* () and W*(f), is reached asymptotically, as t—o. Even in
this simplest case the transition rates are not uniquely defined. The point is that the steady-state solution
of Eq. (A.1) is defined not by the individual transition rates, but by their ratio only:

K@ - p)_Ww(p)
K(,B—)a) We"(a)'

The detailed balance principle (DBP), Eq. (A.2), imposes only a weak restriction on the transition rates
[25]. Their unique definition needs use of an additional relation between the rates. Besides, DBP holds
only for reversible processes. That is, if in a couple of related processes one of them, e.g., desorption,
could be neglected, the transition rate for another process (adsorption) is in fact undefined.

Obviously, DBP is unable to introduce particle lateral interaction into the ME formalism. This
uncertainty clearly indicates that the DBP-based theory is incomplete. Completion of the axiomatic theory
is not a kind of problem, which could be solved using purely physical arguments. A similar situation
occurs in theory of stochastic differential equations [26] where the same equations are interpreted (i.e.
defined) following either Ito or Stratonovich. The interpretation in fact means the choice of additional
definitions, that is, use of different axiomatic. Such use of different axiomatic, necessary for unique
definition of the transition rates in the ME formalism, leads to a simultaneous co-existence of a number of
so-called dynamics (Metropolis, Glauber, etc. [27]). Unlike quantum mechanics, where change of
dynamics from Schrddinger to Heisenberg does changes the basic mathematical formalism, but not

(A2)
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physical results, the change of dynamics in the ME affects the results. If the irreversible processes are
involved, the results of different dynamics may differ qualitatively. The variety of dynamics and their
simultaneous use demonstrate clearly the weakness of the ME axiomatic for interacting particles rather
the strength of the logics.

A.2. UNIVERSAL AXIOMATIC APPROACH

Taking into account the growing interest of scientific community to a role of particle interactions
in the reaction kinetics, a number of researchers facing the mentioned ME incompleteness and giving
each time their subjective solution to the problem continuously increases. As a result, even now a
comparison of the results obtained by different groups is hardly possible. We do believe that a real
solution is a transition to a universal theory. Let us formulate the basic principles of such universal
axiomatic approach. (a) Weak DBP condition has to be replaced by a stronger one, thus removing the
above-described theory incompleteness. (b) This new condition has not only automatically to satisfy the
DBP but is also more informative.

Since this condition is axiomatic, it cannot be derived by any physical arguments. However, it
has to meet the following general axiomatic principles [25]: (i) this new definition is universal, i.e.
independent on the particular physical nature of the « and g states. (ii) Taking into account that the
definition of the « and S states is relative, the additional definition has to be symmetric with respect to
exchange of o and f states. (iii) The additional definition has not only to define uniquely the transition
rates for the reversible process but also the transition rate dependence on the lateral particle interaction for
the irreversible processes. These latter could be treated as a limiting case of reversible processes when
one of the reaction rates (forward or backward) strives for zero.

Analysis of the literature demonstrates very well how these quite general principles are
systematically violated, starting with the pioneering MC study of the surface-controlled kinetics [13,28],
and finishing with very typical papers [29,30] which we will discuss in more detail.

In these papers a general definition (i) is replaced by a set of particular relations for each
elementary process. For instance, diffusion could be treated in terms of Metropolis dynamics whereas
adsorption/desorption are described by some other dynamics [29]. The same author in his next paper [30]
treats diffusion using this time the so-called Initial-State (IS) dynamics. Other people prefer the Kawasaki
dynamics [31-33] (coinciding in this particular case with Glauber dynamics [34]). This arbitrary choice of
the dynamics was stressed by Zhdanov [30]: “If necessary, one can use another dynamics for diffusion...
the qualitative conclusions are expected to be independent on the details of the dynamics as long as it
satisfies the detailed balance principle”. The last statement is quite questionable since the kinetic models
have to treat not only reversible processes (where DBP holds) but also irreversible processes where the
kinetics is quite far from equilibrium. Lack of physical criteria for the dynamics choice immediately
leads to arbitrary combinations of various dynamics. In some cases researchers use definitions of the
forward and backward transition rates based on different dynamics [35] even not realizing that the DBP is
thus violated.

As to the above-mentioned point (ii), typically there is no symmetry in the treatment the initial
and final states. Quite often some authors assume that the lateral interactions determine the forward
process, whereas their opponents assume that this is backward process. For example, the energetic
interaction was assumed to define only desorption in reference [29], but the opposite was assumed in
reference [35]. To justify this asymmetry, the so-called transition state theory is often mentioned [24].
This theory operates with a purely intuitive assumption on the so-called activated states (not used in the
original definition of considered models). These latter are characterized by the undefined parameter
w=0+1 (known also as the Brensted-Polanyi coefficient [36]). This uncertainty is a direct consequence of
the logically incomplete theory [25]. Its additional definition is substituted by a speculative choice of a
particular parameter @. In this way one develops the alternative dynamics, which differ by the @ value.
The @ variation allows one to transfer the energy dependence from the transition rate of the forward
process to that of backward process, and vice versa. However, fans of this theory do not realize that in
fact this is based on the same DBP, Eq. (A.2). This is why this theory is also logically incomplete, as well
as the ME transition rates.

As to the point (iii), the situation is also uncertain. Since the DBP does not hold for irreversible
processes, the energetic dependence of the transition rate becomes completely undefined. Say, the
particular choice of this dependence was combined in references [13,28] with use of the
phenomenological parameter y=0+1 (switch off/on). A similar definition was used also in reference [37]
for another irreversible, decomposition process. Zhdanov [29] has stressed the arbitrary choice of the
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energetic dependence by saying: “The effect of lateral interactions on the decomposition is for simplicity
neglected (if necessary, it can be taken into account...)”. More than once repeated “if necessary” indicates
a strong need in the universal generally accepted axiomatic theory.

A.3. STANDARD DYNAMICS

We do believe that our standard model (standard dynamics) [20-22] could serve as such
universal theory satisfying all three above-mentioned conditions, (i) to (iii). For al// the elementary
processes the only additional strong definition was introduced

K(a > B)=0w “(B),
K(B > a)=0w (),

where Q is a co-factor independent of ¢, f state energies. In other words, Eq. (A.3) imposes the
restriction on the transition rates since Q is different for different coupled processes. As we show below,
Eq. (A.3) leads to the unique definition of the ME, independently of the inclusion or neglect of the lateral
energetic interaction.

(A3)

A.4. EXAMPLES FOR THE STANDARD MODEL

Since we deal with the kinetic models based on particle diffusion and adsorption often neglecting
desorption, let us illustrate use of the standard dynamics for these processes. Let us first consider
elementary processes of the system transition from the state o to . We consider (a) particle diffusion as
hops between lattice sites, (b) atom adsorption/desorption on the arbitrary lattice site. In the case (a) the
system is closed, i.e. the number of particles is constant (one). During the particle diffusion its
environment varies, thus changing the interaction energy between particle and its surrounding, £, to Ep.
In the case (b) the system is open, the state & mean absence of particles on the surface (empty sites),
whereas the state f means the adsorbed particle interacting with its environment. Since in both cases we
consider the only particle, which could be in the two possible states, the local equilibrium probabilities
are quasi-fermionic:

weB)=rflp.n)

. (A4)
wela)=1-f(p.u),
where in the case (a) u=0, but it is non-zero in the case (b). Here the function
1
flp,u)= (A5)

exp (9 — )/ k,yT)+1

contains the chemical potential p and the energy parameter p=EzE,. Note that in a general case (e.g.,
dimer (molecule) adsorption) these probabilities have a different functional form [20,21].

To define the co-factor Q, let us consider the limiting case of pure surface when there exist no
other particles around the mobile particle. This corresponds formally to =0 in Eq. (A.5). Denoting the

diffusion rate on pure surface as d, and keeping in mind the conservation of particle number (¢=0), and
1(0,0)=1/2, one gets from Eq. (A.3)

lim K (& — ﬁ):d:Qf(o,o)z% (A.6)

As a result, we obtain for the diffusion rate

2d
Kla > =2d ,0)= .
( ﬂ) f(¢) ) exp((p/kBT)—i-l

This coincides with the GL dynamics [34] and also agrees with the dynamics choice in references [13,28].
According to the interpretation of the case (b), the limit of =0 for the transition rate K(a— f) gives the
adsorption rate p on the pure surface

(A.7)
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lim K(a@ > B)=p=0f(0,u) (A.8)
¢—>0
For the backward process of particle desorption from the pure surface with the rate &

lim K(B —> a)=k=0[1-7£(0,u)] (A.9)

»—>0
This leads to a set of two equations with two variables, O and g, from where we obtain
Q=p+k,
(A.10)
p_ SfO.u)
ko 1= (0, )

Equation (A.11) defines the p parameter through the ratio of adsorption/desorption rates on a pure
surface:

(A.11)

H p
ex = —. A.12
()~ 2 a1
Thus, we finally obtain
p+k
Kla - f)= , Al
( 'B) exp(go/kBT)k/erl &.13)
+ k
K(B—>a)= P (A.14)

exp(—@ /k,T)p/k+1

Such transition rates are not known in the literature on process dynamics. One can easily check that
definition, Eq. (A.2), always gives the transition rate limited from above by Q. This solves a long-
standing dynamics problem. Note that trying to avoid this problem, non-analytical (in energy) expressions
were used in the MP dynamics [27].

Equations (A.13) and (A.14) allow to establish an important detail of the standard dynamics,
how to define the energy dependence of the transition rate for the irreversible processes. In our case
neglect of desorption corresponds to k&—0. From our two basic equations one obtains

}jgnoK(Of - B)=rp, (A.15)

ELnOK(/;’ - a)=0, (A.16)

irrespectively the parameter ¢ (i.e. for arbitrary particle environment). In other words, one can neglect the
energy dependence of the transition rate for irreversible process.

Note in conclusion that in our standard dynamics both forward and backward rates have the
energetic dependencies, which arises directly from the above-mentioned symmetry of the theory.
However, as follows from Eq. (A.16) (see also [20,21]), if one of the two adsorption/desorption rates on
the pure surface is much lower than another rate, the energy dependence is pronounced mainly for the
low-rate process. In this sense the energy dependence derived using the standard dynamics, turns out to
be really dynamical.
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Method of perturbations [2], [4] can be applied with great success to the solution of the boundary-value problems of
thermal conductivity, solved by an integration of the nonlinear differential equations. In the paper we propose the combination of
the small parameter method and method of perturbations for solution of a nonlinear problem of a thermal conductivity in the
cylinder under condition of a linear dependence of thermal conductivity factors and a thermal capacitance on temperature.
Keywords: thermal conductivity, heat conduction equation, mathematical methods

Let us consider a nonlinear thermal conductivity problem in a solid cylinder with height L and
radius R with interior radiant. The dependence of a thermal conductivity factor and a thermal capacitance
on temperature is under the following law:

o(T) =co(1+47T), (M
AT) = Ag(1+&,T), 2

where ¢, A, &,&, - constants.

Let us consider the heat conduction equation in the following way:
or ..
c(T)—8 =div[A(T)VT]+ f,, 3)
T

while boundary conditions are as following:

T|T:0 =T, =const , “)
a(T-1,)+ 2L <o, )
81’ r=R
oT
— =0, 6
o (6)
a(T—TH)+/1(T)2—T =0. @)
z=L

Here a is a heat-transfer coefficient, which takes into account thermal stream from a wall of the cylinder
to an environment with temperature 7.
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Let's accept & for small parameter and we shall enter a new variable t under the law¢ =7 —1T, .
After simple transformation the equations (3)-(7) will become:

Lo AveF()+F,, ®)
a, 0t

where £, =§, g =20 and F(t)=—(F, +§—t)(z+TH)—TH(l—i)AHi(Az)Z,
T & &

0 % | 1
t|_,=T,—T, =t,=const, )
at+/1(t)g =0, (10)
81” r=R
oy (1n
aZ z=0
at+/1(t)@ =0. (12)
Z z=L

The solution of equations (8) - (12) will be in the form of:
L=t +&t,. (13)

Then (8) - (12) will become two systems for two approximations:

For the first approximation For the second approximation
1 ot 1 ot
——L=At+F, ——2=A,+F(t)
a, 0t a, 0T
hl_, =t t, r:O=0
ot ot £
at,+4,—| =0 at, + A =2 =a"2(t,+T,),
ar r=R 57” r=R 1 =R
or "~ (14)-(15)
b 0| _ 0
0z|._, oz,
t, o
i f R ¢ &
at + 4 0 at, + A =2 =aZ2(,+T,),
z=L oz |,_, & -

For a solution of systems (14) - (15) we shall take advantage of a method of final integrated
transformations [1]. Kernels of the transformations, as shown in [3], are identical to the equations,
defining various approximations to a required solution.

For elimination of differential operations on z under the set boundary conditions we obtain a
kernel of integrated transformation:

1

B =aCOSﬂnZ, (16)
L sin’®(u,L

where C, =—+ % and ¢, is the positive solutions of an equation

Hy
L

cot(u L) =222 n=1,2,... (17

Bi,
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N 21 .
Bi, = — - Biot number.
0

Final integrated transformation with kernel P; of function ¢, (i=1,2) we shall designate as Z Then

I

t =—|t cos(u,z)dz . 18

=T { , cos(4,2) (18)

According to (18) we shall obtain:

_ 1% f, .

f = —Ito cos(,z)dz = OC sin(z,L). (19)
n o n~"n

For elimination of differential operations on » under the set boundary conditions we obtain a kernel of
integrated transformation as:

1
b ZC—m’”Jo(Vm”)s (20)
2
R Bi, , .
where C = 7] (v, R)| 1+ rank J,(v, r) are Bessel’s functions of the first kind (zero
|4

m

order), v, are solutions of an equation,

Bi,J,(v,R)-v, RJ,(v,R)=0, (1)

. _QaR
J, (v, R) - Bessel’s functions of the first kind (first order), Bi, = - Biot number.
0

Final integrated transformation with kernel P, of the function ¢, (i=1,2), we shall designate as t: . Then
1 R

£ =— [Ty, 2)dz, @1
C'm 0

Applying sequentially to systems (14) and (15) transformations with kernels (16) and (20), we shall
obtain:

R T (22)
a, or
L = F (). (23)
a, or
where
| RL
F, = m‘([z[Fo cos(u,z)rJ (v, z)drdz , (24)
Y
F'(t)= cc { ! F(t,)cos(u,2)rJ (v, z)drdz . 25)
Solving equations (22) and (23) in view of the transformed entry conditions, we obtain:
t, =exp [(,uj +v2 )aoz'J {t; + IFO* exp [(,uf +v2 )aoz']dr} , (26)
0
£, = exp [(,uf + v,i)aor} {to + IF*(tl)exp[(yf +v2 )aor]dr}, 7
0
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t,R
t,=—"——sin(u L)J, (v R). 28
0 /,anmCan (/’ln ) 1( m ) ( )

Making inverse transformations, we discover:

=2 > exp| (1] +vi)aT | {% sin(u L)J,(v. R)+

m n n o m m

(29)
+[ By exp| (1] +v))ayr [ T}COS(M,Z)JO V7).
0
Z, :ZZGXPI:(’UZ +V2)C¥OT:| LSIH(IIJ L)JI(V R)+
m n ’ " ﬂﬂ mCan ! "
(30)

+j F'(t,)exp [(,u,f +v2 )aor]dr} cos(u,2)J, (v, ).
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In the course of freight transportation its technological process is influenced by lots of random factors. Classification of
random factors in the whole hierarchical structure of the technological transportation process is presented, together with the
assessment of the dependence of separate random factors. Statistical information on freight and transport flows is renewed and
replenished in the course of time. With the growth of information amounts the costs of its storage increase as well. Therefore the
relevant algorithms for obtaining required statistical assessments with the least statistical information are presented in the article. It
is deduced that in the modelling of transport networks and freights as well as the flows of transport means in them, it is analytically
proper to describe random factors by the non - parametric assessment.

Keywords: fieight transportation, mathematical modelling

1. Introduction

It is necessary to assess aiming at a successful freight transportation the factors influencing the
transportation time, quality and amount of the freight transported. At first sight it seems that various
random factors are constantly affecting a strictly regulated process of transportation. Transportation
process efficiency may decrease considerably without assessing these factors by the determined models
for planning and management.

Basing on the analysis of the world-wide known transport science magazines of the last 20 years,
such as “TRANSPORTATION SCIENCE”, “TRANSPORT THEORY AND STATISTICAL PHYSICS”,
“TRANSPORTATION RESEARCH PART B — METHODOLOGICAL” 1 have noticed, that in this field it
is suggested to use statistical probability models. However, there are no articles about the random factors
themselves, about their formation, classification, about the mathematical models necessary for the
accumulation of statistical information in such a way that it should not be stored too long, so that having
prior assessments of these factors and having supplemented them with a new statistical information —
automatically new assessments of the random factors would be attained.

2. Random Factors and their Classification

Random factors have to be classified within the whole hierarchic structure of the technological
transportation process. Such structure should comprise freight suppliers and receivers, transport operators
and forwarders, terminals with their technological processes, natural conditions, roads, i.e. everything
that directly or indirectly influences the formation of random factors. Random factors may emerge
because of subjective as well as objective reasons.

Objective reasons may be divided into three groups: technical, organisational and economical. The
main technical reasons are as follows: the condition of industrial basis of the transportation process
(transport means, containers, lifting means, etc.) and the technological level of operations. Organisational
reasons — specialisation, scientific-technical information, means enhancing the quality of transportation,
operation of customs and their subdivisions, moral responsibility for the quality of work, etc. Economical
reasons — tariffs, forms and levels of pay, work consumption, material incentives, etc.

Main subjective reasons include professional, general and cultural level of employees, emotional
and psychological features of their characters, the adequacy of personal and public interests, their
personal interest in the results of their work.
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Let us discuss in more detail the scheme of random factors’ impact on the transportation quality. A
team and operator should be interested in the quality of transportation: forming freight transport
consignment, preparing documentation, packaging and handling freight during its transportation, etc. One
of the regularities of random factors’ formation is the fact that the errors made in the earlier stage of
transportation pass to the next stage. Effective and precise information in all stages facilitates the
elimination of random factors. The present classification of reasons of random factors’ occurrence does
not pretend to be absolutely comprehensive, however, in our opinion it demonstrates the complexity of
the phenomena finally determining the efficiency of technological processes of transportation.

Formation and occurrence of random factors in the technological process of transportation is
observed in the following stages: 1) scientific research work; 2) selection of the types of transportation;
3) f ormation of freight consignment; 4) determination of transportation routes;, 5) freight
handling/loading; 6) technological processes in terminals; 7) process of transportation (natural
conditions, roads, etc.) 8) operation of customs. Reiterative random factors may occur because of various
reasons, for instance, one of them might be an accident during transportation, the reasons of which also
may vary: driver’s fault, disorderly transport means, inaccurate loading/handling, roads technical
conditions, meteorological conditions, etc.

Generally the technical-economical indices of transportation process should be analysed as
random factors, which in turn are random for every meaning of reason as well. The reasons are as
follows: the time or other parameters of the technological transportation process. Thus the optimal criteria
should also be considered as random, not determined.

Majority of indices defining the assessment of the technological transportation process are closely
interconnected; therefore it has to be taken into account when these indices are used as the criteria of
optimality. For the definition of the digital characteristics of technical-economical indices according to
the statistical information, obtained in the technological transportation process, the assessment of
mathematical probability, correlation and dispersion functions should be calculated.

3. Assessment of Interdependency of Different Random Factors

Different variable parameters in the beginning of the transportation process will be indicated by
X,,X,,..., X, ; parameters determining the transportation process in progress will be indicated by

Z,,72,,..,7Z,, and variable parameters of the exit from the transportation process will be indicated by
Y,,Y,,...,Y, (Figure 1). Then initial random quantities marked by X, X,,..., X, will be analysed as

components of the random vector X, the random quantities Z,,Z,,...,Z,, — as components of the

m

random vector Z and the exit random quantities Y;,Y,,..., ¥, — as components of the random vector Y.

It is not possible to make only the analysis of separate initial and variable factors, characterising
the quality of transportation process in progress, because they are insufficient for obtaining
comprehensive characteristics of the technical -economical indices of the transportation process as well as
it is impossible to define the optimal variant of the transportation process management. The transportation
process should be analysed as a multi-measurable process with a large number of initial parameters, the
general assessment of which allows a complex evaluation of the efficiency of functioning of the
technological transportation process.

® X,

§ 1 — Zl Yl > g
g X, . Paramgters 7 Y 1
s I influencing the > —— £
< i =t
S - tech.nolloglcal _____ >  lo____ - 8
= process in its progress hS)
é X,, —_ Zm Ys [}j
P

Figure 1. Scheme of the technological transportation process

It is obvious that according to the characteristics of the multi-measurable process, the meanings of
every exit variable Y should be defined. Whereas the exit variables of the multi-measurable process may
be independent, correlated or connected by the functional interdependence. Practically the characteristics
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of the transportation process should be analysed in each of the aforesaid cases. At the beginning we shall
analyse the characteristics of the transportation process, when the initial variable quantities are

interdependent ¥}, 7Y,,..., Y.

Let us presume that general probability density of the vectored random quantities X, Z and Y is
normal

Ul | conl=L £ £ U, -M{u, | [UV—M{UV}] ’ )
Oyswes Gul\/(ZH)tE 2E pv=t 7 Oup Oy

here, for the abridgement’s sake there is introduced the random vector quantity U which is made of

Xises Xys Zyses 2,5 Yyyo Y3 t =n+m+s; E— determinant of series ¢.
1 plllllz A pulul
p 1 e P
E= tpthy pty , (2)

Puvu,  Pu+u,

or X, Z,Y in the variables’ marking

1 px1x2 pxlxn pxlzl p'xlzm plel pxlya
Po P = 1 Pra o Pan Pay o Pay,
Poy Poy o Pax, L Pz Pay e Pay,
E= 1 ;
Pzxy Pz - Pz, Pzz o Pz Pz
pJ’IXI pJ’lxz p}’lxn pylzl p}’lzm 1 pJ’lJ’v
Pyx Pyx. = Pyx, Pyz o Pyz, Pyy 1

E w is an algebraic supplement p,  in the determinant (2).

For the analysis of the case when the exit variables are independent, it is necessary to determine
characteristics of every variable Y, (k =L2,.., s) as well as the influence exercised on them by the

initial variables X and the variables Z, characterising the inner state of the process. Let us indicate the
general probabilities’ X, Z and Y density Y, (Yk,X Loeees Xps Zysees 2, ), whereas the random

vectored quantities’ X and Z by the general probability density ¢,,,, (X . ¢ n,Zl,...,Zm). The
probability densities (Pn+m+l((Pk’X1"“ﬂXn’ Zl"“ﬂzm)and (Pn+nz(X1""’Xn’Zl""’Z

ones and they correspond to the equation (1) with determinants' o and F' meanings correspondingly of
(n +m+ 1) and (n + m) series

+m+1

m) are not zero

L prw, o Pxz, Py
Poy, 1 Pryz. Py,
o=| .. o (3)
Py Poy, - b Poy,
Pyx Pyx, - Pz 1
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1
pxlxz pxlxn pxlzl pxlzm
1
F _ pxnxl px”xz pxnzl pxnzm (4)
pzl)cI pz|x2 pzlxn 1 pzlzm
Pry Poyy o Poy, Prz ol

General characteristic of the technological transportation process is a conditional probability
density (p(Yk / (X Lrees Xy Zyses 2y, )), according to which the meaning may be defined by the general
characteristics of the prior variables X and the inner state variables Z by transformation of the
distribution laws of these random quantities.

Generally, the conditional density (D(Yk/ (X Loees Xps Zlsees Ly )) is determined by the general
probability densities
Primnt G X1soos X0y Z1 s Z,y) and @, (X5 X Z4s0s Z,,)

¢n+m+l(yk’Xl""’Xn’Zl""9Zm)
Y Xy X, 2y Z,))) = .
olti (X, ! ) Ooim Xps o X, 210 Z,)

6))

If common probability densities ¢,,,, (X1 s X s L1y ey Zm) and @, .4 (Yk X X, 2y, Zm) are
normal, then for the analysed case the conditional probability density

1 F 1
V(X1 X2y 2, ) == [ =expi o 3 F,
(/)(k( IR R S R 2 PR m)) 27z'o'yk O'exp{sz,zll_lk[X
ve-Mv ) ve-mln}) 1w (U-M,] UV_M{UV}]
X o= X 0y X ’
o, o, 20 vt o °

up uy

here F, , —of element p, , algebraic supplement in the determinant (4); o, , —element p,, , algebraic

u,v
s ZyvnZy), UV, X0 X, 2,500 Z,,). Given the
conditional density (p(Yk /(Xl,...,X ws Liseees Loy )) for the definition of characteristics X and Z general

characteristics of the exit variable 7V, i.e. the probability density O (Yk) is defined by of the following

supplement in the determinant (3) V(X . ¢

integral equation:

V)= JoW (X ), X, 20 2, 0K X0 2,0 2,,)dX o dX A2, A2,

—00 —00

While knowing general characteristics go(Yk/ (X Lo X s Zsees Zoy )), we may also define the main

digital characteristics of X and Z in the aspect of the exit variable ¥} , i.e. the conditional mathematical

probability and conditional dispersion

fYk€0n+m+1(Yk» Xy Xy Zysesy Zm)dyk
MY (X X 2y 2, )y =2 =
I¢;1+nz+l(Yk9Xlﬂ“an’Zl’“"Zm dyk

—00

Ve, X\ X, 20000 Z,,)

b

— OJ?Y Pr+m+1
- k
—0 §0,1+m(X1,~-.,Xn,Zl,...,Z

m

thus, we shall assess the equation (5) and obtain
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MY /(X X Zysoo Zo b= 1Yo (G (X s X s Z1 o Z,))

Whereas the conditional dispersion Y, in the aspect of X and Z

DY X s X s Zys o Z = [V = MY, MK s X s Z1 e 2,y )] 26

—00

xo(V, (X)X, 2y Z,,))dyy -

Thus, while defining the characteristics of the technological transportation process, when the
random factors are assessed, it is necessary to determine the unconditional and conditional dispersion
laws. The constant accumulation of statistic information is necessary for this reason.

It is often expedient to use digital characteristics instead of the random factors' distribution laws
for practical purposes. Although the digital characteristics give insufficient information on random
factors, however, for the solution of certain transportation issues they fully suffice, and their
determination is by far easier. A complete analysis and synthesis of the characteristics of the
transportation processes is carried out according to the general characteristics, i.e. according to the
unconditional and conditional distribution laws. These laws may be employed for the definition of
different characteristics of the technological transportation processes. However, as the presented formula
shows, the characteristics of the technological transportation processes may be determined in such cases
when the general laws of random quantities’ distribution are known. This condition must be observed in
the designing of systems for accumulation and processing of statistical information. If the exit variables
are correlated, then for the management of the technological transportation process there may be used the
characteristics of one or several exit variables.

4. Accumulation of Statistical Information on the Transportation Process
4.1. NON-PARAMETRICAL ASSESSMENT OF DISTRIBUTION DENSITY

In the modelling of transport networks and the flows of freight and transport means, the analytical
description of the density distribution of their random factors is carried out by parametric assessments. In
certain issues the distribution type of analysed factors’ density in the course of time is altering (new
nomenclature of consignment, shifting to other working conditions, etc.), therefore the distribution
description by the law of a selected type is inaccurate and absolutely impossible (from the point of view
of calculation). Besides, the approximation of empirical distributions by using parametric assessments is
very sensitive to data errors. Even one mistake made during the introduction of the prior information
Xi{,..., X into the computer, may exercise such a great effect on the meanings of sampling moments that

the analytical description of the curves will be very inexact. Unlike the parametric — the non-parametric
assessment of density distribution has a number of merits. Firstly, when in the course of time the type of
flows distribution density is changing, it is possible to approximate by the exactness sufficient enough for
practical use. Secondly, this assessment is by far less sensitive to data errors.

In the case of non-parametric assessment it may be written

1 N (x—x. P /222
1 (x—x, Y 124 (6)

1
fW)=y 2 e ,

here A is the coefficient of equalisation.
Since in the given assessment we have to remember all sample realisations x, ..., X, , we may use

the following assessment
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fx)=-

22
e chyj' 5 @)
J=1

here the coefficients C; are defined by the formula

1 2R
c:— z Je™vi 124 (3
T () Ni=

here y=x—-A; y; =x; —A, and the coefficient A equals approximately to the mathematical probability
of distribution.

In the phenomenon (7) the members’ number ¢ is found by experimental way. Since even
because of very “curved” distributions and very inaccurate data the densities calculated according to the
(7) by using four members coincide, so further we shall presume that because of the (7) = 4. Non-
parametric assessment of such type requires remembering only of the coefficients A, A, C,,, C, ..., C,,

i.e. the ¢+ 3 parameters, that simplifies the solution of the work on the problem.

Selection of equalisation coefficients. Non-parametric dispersion assessment includes the
equalisation coefficient A, the optimal meaning of which is determined by the distribution dispersion and
sample size: the larger dispersion and the smaller is the sample, the larger is A. If the A is very small,
then even in case of a very large sample the non-parametric assessment will be very sensitive and
consequently imprecise, otherwise the unevenness of the distribution density profile will not be assessed.

Let us analyse a case when the distribution density

M»

Pz 1 e—(x—o‘, )2 120} ) (9)

flx)=% Tomo,

i

The latter formula practically allows a good approximation of most observed distributions in
freight flows’ research.

We shall apply the approximation quality criterion for selection of an optimal equalisation
parameter.

o0

TELfy ()= f(x)] dx (10)

U=L
Q

here the £, — is the mathematical probability of the quantity N, Q= [ f 2 (x)dx . After having indicated

—0

1 o~lbf 120? :N(x,b,az), (an

V2za

the expressions (6) and (9) will be written

fN(X)=%§(x,xi,/12), (12)
i=1
16)= 22N x a1, 07). (13)

We should take into account while calculating the (10), that

TN(x, ayby N(x, ay,b, ) dx = N(ay, ay, by +b,), (14)

—0
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i[Nz(x,al,bl)]z (x,ay,b, )dx = zbza—”’l[N(al,az,zb2 +b)]. (15)
Thus we obtain

E[fy ()= ()] (O =2, £y (6)7 ()+ £ (%), (16)
Efo(x)_%%i . ZN(x,x,,/Iz)l_[f )ax, s dy - (17)
Since

[0} dn =1,

—00

the expression (17) may be written in the following way
k 2, 2
E fy(x)= le\,N(x, U, o+ 0] ) (18)

Further we calculate the following

2 2 2
Elfy()F =~ i[Ps,/MN(x, 4,207 +Az)+[1—iJ§PSN(x, py ol + 22 )} . (19)
N s A N )s=1

After putting the (19) and (18) into (16) and (10), and afterwards applying the equation (14) we
shall obtain

k|22 +202 k
= izpﬂf—‘N(M,yAa +2/1) (1—ij zgp,,zv(ﬂs,ﬂ,,ajw,%z/lz)—
N 521 A N s,[=1

k
-2 ZPP],N(/J“/JZ,O' +0'] + A2 )+ ;f’P], (/Js,yl,0'5+0'12)}/Q R (20)
s, =1 K

k
Q %lpsplN(/usuul’Gsz"_Glz)'

N

The latter (20) expression enables the finding of optimal meaning A for the distribution described
in the formula (9). Unknown parameters are included in this formula. Presuming that the k& is set
(practically good results are obtained when k=3 +5), the parameters P, u;, o; may be found by the
way of the iterative procedures.

The algorithm of assessments’ finding is formed by the following steps:

1) we set Pl(l),...,Pk(l), ,ul(l),..., ,u,(cl), 61(1),...,0,?) ;

2) we calculate
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3)  we obtain new meanings Pl(’) yeens Pk(t), ,ul(t) yers ,u,(: ), o-l(t), .y o-,(f) according to the formulae

$ o)
P(t) _ Elay
J N 2
Sally Sl
#(z) _i=l v _i=l ("; '
J N PYUN ’
2l
N
o) = Ela’g't)(xf ‘ﬂﬁ"))z
J T P(l‘ N :
J

We repeat the process starting from the second step until the meanings P, u;, o; will vary within

narrow limits, i.e. until we reach the desired precision.

TABLE 1. Results of experimental calculations for the coefficient of optimal equalisation

Sample number Optimisation according to the
Quantity of the sample N formula (20)
k@r. Umin
1 40 0,844 0,0472
2 140 0,623 0,0199
3 40 0,858 0,04655
4 40 0,709 0,0623
5 113 0,551 0,0297
6 40 1,293 0,0679
7 181 0,894 0,0230
8 40 0,867 0,0586
9 131 0,656 0,0258

Experimental calculations were carried out, i.e. according to the above formulae there were
calculated the coefficients p,,...,u;,0;,...,04, B,..., P, included into the (9) and with the help of

minimisation of the (20) the optimal meanings of the equalisation coefficient A . Were obtained, as

well as there was defined the meaning of U, ~corresponding to the Xopt' . The results of the experiment

n
are presented in the Table 1, which shows that using the formula obtained by us (9) the correctness of
approximation of density of random quantities is significantly more precise, the equalisation parameter
defined according to the (20) is 1,2-2 times less than in the case of normal distribution. That is why it is
expedient to use the formula (9) for the optimisation of the parameter A and for the description
statistical data of freight flows.

4.2. MATHEMATICAL MODELS IN ACCUMULATION OF STATISTICAL INFORMATION

Statistical information on the freight and transport flows is renewed and replenished in due course.
With the growth of the amount of information the costs of its storage are increasing too. Therefore, our
aim is to obtain necessary statistical assessments with the minimal amount of statistical information.

The assessment of distribution of random factors by the Bayesian method. Presumably we have a
sample X, made of N meanings x,,..., x . Considering the meanings x as random quantities we shall

assess distribution function of the random quantity X. For an analytical description of the distribution X,
there is necessary a relevant prior information on the distribution type. Let us presume that it is known,
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o

i.e. there is known the parametric probabilities’ density f(X/6), here 6= 2| - vector of the

0,
parameters describing the distribution of the random quantity x; the » — is the number of parameters and
presumably known the prior distribution of the vector's parameters 6 £, (), the latter may be defined by
an experimental assessment. Then the X distribution may be assessed with the help of the Bayesian
formula [1].
At the beginning we shall obtain the aposterioric density of distribution of the vector’s parameters.

Considering that observations in the sample x;,...,x, are independent, according to the Bayesian

formula it is as follows

1(x:/0)f,,,.(6)
L1516 0116

=

I
LN

1O/ xp, . xy)= 21

=

]
Qi

here the integration is in » — measurable area Q, by changing the parameter 6. The aposterioric
distribution of X is obtained by integrating

FX/xpsnxy)= [£(X10)£(01x,,.... x5 )dO . (22)

Qp

By putting the (21) into (22) we obtain

[ 10X 10N (3, 10), (0110

f(X/.xl,...,xN): 2
[ 11/ (x;/0)f,,. (0)d0
Q i=1
After the new sample of the phenomena x,,,,, ..., x,,, is obtained and it is necessary to specify

the distribution f (X ) by using new data, then instead of the prior distribution f,, (6) we shall use the
former prior one f (9/ Xy ees xN) . Let us notice that such method does not require the storage of all the
meanings of a sample; only the meanings of the aposterioric distribution f (9/ Xy eees xN) are subject to

storage, namely — only a certain number of coefficients characterising it. At the beginning of the data

accumulation process we may not have the f,, on the whole, then the Bayesian postulate is applied and

the prior distribution is considered uniform [1].
The presented formulae would lose their practical importance if they would not have concrete

distribution types f (X /@) and f,, (). Besides, it is preferable that the analytical type of the prior and

aposterioric density would be uniform, because then the calculation algorithms and programmes become
simpler.

Normal distribution. Let us analyse the case when random qualities are distributed according to
the normal law, the density of which is

Y
f(X/,u, cr)z \/%O_ exp{—%(x Gf) } (23)

In the given case the parameters’ vector 6 = (#j , and
o
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f(x1 s Xy | 0') = COO'_NeXp(—% S(N _ 1)]exp[—%MJ s (24)

2 2
o o

- 1X _ . . . .
here x=—Xux,; S :N—Z(xl- —x)2 — the sample medium and dispersion accordingly

The prior distribution of parameters p and o is selected so that its density would be analogous to the
density of the conditional density

B 2
flu,0)= Clanexp{—; al 1)+n2(,u+,u0) } (25)

o

The coefficient C; depends on n and may be obtained from the rationing condition. The coefficient C,

is not calculated here, because it does not depend on p and o. After putting the (25) into (21), and
after a corresponding rearrangement, we shall obtain

1
f(a,,u/xl,...,xN)zc—G

3 2 o’

_N# exp[— 1 (N* _l)a* +N*(/1—,u*)}, 6

here C; is obtained from the rationing condition; N* =N +n;

—\2
4 =S N-1 ‘a n-1 N Nn(,uo—x)
N+n-1  N+n-1 (N+n)[(N+n)-1]

; (27)

“_x N N n
# N+n 'uON+n.

(28)

Now let us calculate the coefficient C;.

SR T V275 Py
V2o /AN == 2 o°IN

* * (N*—Z)/Z *
after the relevant rearrangements C; = % 27 {AM} F( N - ZJ .

Having noticed, that

N* 2 2
Thus the aposterioric distribution of the parameters ¢ and p

O'_N*CXIJ[—;(N* _l)a* +N*(/‘_ﬂ*)21

. (v'-2)2 .
7T |a " N -2
LGS

The aposterioric density of the x distribution

S0, 12/ %150y ) = (29)
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*( *)2 —(N*—l)/z
1 N W : (30)

JEF[N*z_zj\/a*(N*—l) N -1)a’

2

F(X /x5 xy )=

The aposterioric density may be approximated by the normal one (23) by putting instead of the ¢ and
1 more probable meanings obtained from (29). By differentiation we obtain the following more

expected meanings of the parameters =, 6% = a”. Then the aposterioric density is approximated
by the phenomenon

f(X/[l,é')= E &2

\/zLA exp{_ 1 (X—ﬁ)z] G
o

In the presence of large N (31), the (30) approximates the density with great precision. As the (30)
and (31) include only parameters N"=N+n,a” (or &), u* (or fi), then every aposterioric

distribution may be very simply used as an aprioric one. For this purpose only the parameters are
recalculated

N;=N,|+N,
R N, N
/uz /ui—l s

52 _ 52 Niy—1 S N i NNi(/“li_)?)z
N+N,,-1 ~N+N,_,-1 N+N,(N+N,,)

Consequently suffice it to remember only three coefficients: N, ;, #;;, and o,,. To

demonstrate under which given N it is possible to use the simple (31) instead of the complicated
formula (30) let us analyse the following example.

The sample, having 100 random quantity meanings, characterising the quantity alteration of freight
consignment brought to the terminal, was divided into 20 portions with 5 realisations each. The meanings
#) of the parameters of the aprioric distribution are:
qa Ho =300, o,=10, Ny, =1. According to the first

sample we calculated x and s*, and further
according to (27) and (28) & and u".
According to these parameters we have calculated

the meanings of the aposterioric density by the
precise formula (30) and the approximate formula

(31). Further on we use the meanings a” and u" as

the parameters of aprioric distribution and we repeat
the calculation procedure for the second, the third,
7wts  ctc, samples. The diagrams of the distribution

oA

. Nao density are presented in the Figure 2, where the
& AN35) continuous line shows the distribution obtained
it \\ according to the (30), and the dotted line — those
oy TN 1HN*=71]) according to the (31).
s 1 7 125 a0 a5 g VN

Figure 2. The diagrams of the distribution density
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In the seventeenth interval the curves of the distribution density practically coincide completely.
Already in the presence of N =70-85 both density curves practically coincide and when the sample
exceeds 100 it is possible to use much more simple (normal) density.

Logarithmic-normal distribution. As experiments have proved, by using logarithmic normal
distribution

1 _ln(x—a)2
f(x)_ xﬂﬂexp( 2ﬁ2 js

it is possible to introduce simplification without losing precision (sufficient for practice). Namely, if
indicated y = Inx, then random quantity y will be distributed according to the normal density

f(y)zﬁ;ﬁﬂe"‘{‘ b Z_ﬂi)z} (32)

There may be occur difficulties in the interpretation of the results with (32), however during the
calculation the simplicity of the formula (32) is very clear. For example, we need to calculate probability
limits for x. Since y — monotharic function ux, it is possible to define probability limits y: y, and y,
(probability limits x: x; =e” and x").

The parameters a and [ are correspondingly the medium and dispersion of the rearranged

random quantity y = Inx and they are defined

1N 12
a :W,‘Eyi :Wigllnxi ) (33)
1 n
B2 :_N_l(gl(lnxi)z —az) (34)

Thus, the Bayesian model of normal distribution may be used for logarithmic normal distribution as well,

after its relevant rearrangement.
. . ~ 1N
Exponential distribution. This is characterised by one parameter 1 =—73x;,

=1
Ny
(N/iq + xi]

i=1
Ny +N

according to which there were assessed earlier A meanings; N, — the amount of realisations obtained.

which is assessed according to a sample.

After obtaining of new data the meaning was corrected /in = , here N — sample quantity

Non-parametric distribution. It was demonstrated earlier, that the optimal meaning of the

equalisation coefficient 4,,, depends upon the sample quantity N. Therefore the coefficients C; are the

main function’s A, then, having obtained new information, the coefficient A has to be changed and it is
not possible to define the meanings of C; by the formula (8). Therefore it has to be redone.

Since

2 x3 n

=l v 35)
no2r 3 n!

then (8) may be written in this way

I N O N1 IS VA VN
=W 21[2+2(2ﬂl2)2 oprf

+o . (36)
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Limited by the first members of the line, we have

L1 ey
.= —_— P L . 37
iV NS A %)

After changing the order of summing, we shall obtain

OIS ) (38)

J1i=os12® 22st)

1 N f
where b, =—3X (y; ) .
t N,‘:l(y 1)
Thus, for the purpose of data accumulation (rehabilitation of the distribution densities) it is
necessary to store 1+ 2k the coefficient b, . After receiving new information it is necessary to obtain by

the (20) the meaning of the optimal equalisation coefficient 4,, for the new sample quantity,

N g
. t.+ ZJ’zta
Ng+N, * Ng+N,gi=l

1 N,

afterwards to recalculate the meaning b, by the formula b, =

where b, — the old meaning of the coefficient b,, N, — the sample quantity before the obtaining of new
data, N, — the quantity of obtained data. According to the calculated meanings b, ..., b,,,; and formulae

(38) and (7) it is possible to obtain the assessment of distribution density.
In the course of calculation it is necessary to determine the degree of the polynomial (35). As it is

apparent from (8), the sets to which y;/ 22 >8+10, practically will have no influence on the meaning

of the coefficient C;. Therefore the members, which y, > 204%, in calculation of the coefficients b, ,

2
should be dismissed. Then in the line (36) the maximum member Lyﬁ} will not exceed 10. Thus, the

k is obtained on condition that the member remaining in the line (36) is by far less than one, i.e.

X!

<<1. In the reality with 10* /10!<0,001 we obtain & ~30.

The Weibull distribution. This is characterised by two parameters and its density

m—1 m
f(x): mt exp —[Lj , 120, m>0, x>0,
X0 X0

where m — the parameter of form; x, — the parameter of scale. This distribution is used in the research of
reliability of transport and loading means, in description of failures’ probability (breakdown).

Let us presume that during a certain time we analyse the » amount of transport means, and
during the time r, 1<r<n, transport means failed — broke down, got out of order. The time of failure
will be defined ¢,,...,¢, . This data may be used in calculation of the Weibull distribution parameters m
and X, .

The latter parameters may also be defined by the method of maximum similarity; for this purpose

.
IFr >, + (7 —r)x™Inx,
it is necessary to solve the non-linear equations x = —{Z x4+ (n— r)x;"} , x=11
rli= r
=l —+ Ylnx;
m =l
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Since into the statistics >.7;",>.¢"In#; there is included an unknown parameter m, the whole sample

should be used in the calculations, for which cause the storage of not only certain but of all realisations is
necessary.

Accumulation of data. As it was said before, the storage of all data is not convenient and not
possible, however there does not exist a precise method of defining the parameters m and x . Therefore

we shall make a compromise: we shall assess the parameters by the method of moments.
Let us presume that the first two moments of the sample are known

m=tSh, m=t3i (39)
ri=1 ri=1
Precise meanings of the prior moments of the Weibull distribution [2]:
1/m 1 2/m 2
my=xg "Il 1+— |, my, =x5""| 1+—|. (40)
m m

Having equalised the meanings of sample parameters to their analytical expressions, we shall obtain the

system of equations enabling to find x, and m: x(l)/’”l"(l +ij =my, xp 21"(1 +£j =m,.
m m

After rearrangement of the system of non-linear equations, i.e. after division of the second one from the

xg/mf[l + 2) .
first square is ] m N nfz .
x3 ’”F(l + )F(l + ] ™
m m
Since F(a + 1) = F(a)a , then
Gl )
m)m B m) _my @1

= ==
Tl Tl ™

m) \m)m m) \m
By the application of the Lagrange’s formula for the gamma function argument of equation [2] is
r(2z)=2%"27" 2F(z)F(z+%j. From (41) we obtain much more convenient phenomenon for
obtaining the m:
mfz”mmr(l+l]—rh§\/2r(i)=o. (42)

m 2 m

The quantity m is obtained by solving the equation (42), and x, — by the obtained meaning and by one

of (40) equations, for example

m

@

Searching for the parameters x, and m by (42), (43) and (39), stored are only the statistics

i, = (ijzrf iy :(i)zﬁ -
w w

X = (43)

37



Mathematical Methods and Modelling

The method of moments gives non-optimal assessment of the meanings 71 and x, . The quantities
of small samples m and x,, are calculated by the method of moments and they may differ from the

calculated ones by the method of maximum simplicity, therefore, given a small » it is purposeful to
calculate m and x, by the latter method and thereto it is necessary to remember all the meanings

t,....t,. Foralarge n itis better to use the method of moments.

Finally, it should be mentioned that stochastic models have to reflect the main regularities of the
investigated object. The degree of adequacy in the given case depends on how precisely in the models is
assessed the interdependency between incoming and outgoing parameters, interactive system and
environment, ability to correct by a model the decisions and finally — the application of stochastic
methods in obtaining the optimal behaviour scheme of the investigated system.

Conclusions

¥¢  Generally the technical-economic indices of transportation should be analysed as random
factors, which are random to each meaning of the argument as well. Arguments mean the time
and other parameters of the technological transportation process. Thus the optimum criteria
should be considered not as determined but as random ones.

¥¢  Most indices according to which the technological transportation process is assessed, are
interconnected, therefore it should be taken into account that these indices are used as criteria of
optimality. For the determination of digital characteristics of the technical-economical indices
according to the statistical information received during the technological transportation process,
the mathematical probability assessment as well as correlation and dispersion functions should
be calculated.

¥ For the modelling of transport networks and the flows of freight and transport means in them, it
is purposeful to describe analytically the random factors by the non-parametric assessment.
Differently from parametric, the non-parametric assessment of distribution density has a number
of merits. Firstly, when in the course of time the distribution density type of flows is changing, it
is possible to approximate with precision sufficient for practical use. Secondly, this assessment is
significantly less sensitive to data errors.

¥¢  Statistical information on freight and transport flows is renewed and replenished in the course of
time. The costs of its storage increase too with the growth of information amount. Therefore it is
necessary to obtain the required statistical assessment with the least information amount. The
mathematical models necessary for accumulation of statistics are created and verified on this
purpose. There have been created models for the following cases, when the density of
distribution of random factors is assessed by: a) the Bayesian analysis; b) the normal
distribution; c) the logarithmic-normal; d) the non-parametric distribution; e) the Weibull
distribution. There are created the algorithms for accumulation of minimum statistical data to all
these cases.
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In this paper, a JPEG domain image watermarking method that utilizes spatial masking is presented. The watermarking
algorithm works in the compressed domain, and can be implemented efficiently in real-time (only 50ms is required for a 512x512
24-bit color image on a 700MHz computer). In many applications, particularly those associated with delivering images over the
Internet, the ability to watermark images in real-time is required. In order to achieve a real-time watermarking capability, the
proposed technique avoids many of the computation steps associated with JPEG compression. Specifically, the forward and inverse
DCT do not need to be calculated, nor do any of the computations associated with quantization. Robustness to JPEG compression,
different kinds of noise (additive, salt & pepper, and speckle) and image cropping attacks are achieved with the proposed system,
and the relationship between watermark robustness and watermark position is described. A further advantage of the proposed
method is that it allows a watermark to be detected in an image without referencing to the original unwatermarked image, or to any
other information used in the watermark embedding process.

Keywords: image watermarking, spatial masking

1. Introduction

The success of the Internet, cost-effective and popular digital recording and storage devices, and
the promise of higher bandwidth and quality of service (QoS) for both wired and wireless networks has
made it possible to create, replicate, transmit, and distribute digital content in an effortless way [1,7]. The
need for developing watermarking techniques that protect electronic information has become increasingly
important due to the widespread availability of methods for disseminating exact copies of this information
(e.g., via the Internet), and the ease with which this information can be reproduced [2,6,8]. Digital
watermarking is increasingly being used for the purposes of protecting digital content against
unauthorized usage or theft, and for documenting or ensuring (i.e., verifying, guaranteeing, or proving)
the integrity of multimedia content. Digital image watermarking involves the embedding of additional
information into an image in a manner that is imperceptible to the human observer, but which can be
discovered by watermark detection algorithms. Digital image watermarking is typically performed in
either the frequency or spatial domain. Early digital image watermarking methods used the spatial domain
to perform watermark embedding by simply changing the least significant bit of each pixel in order to
encode a message. It has been found that transform domain watermarking schemes are typically much
more robust to image manipulation as compared to spatial domain schemes. The method proposed here
belongs to frequency domain watermarking category, and in particular involves modifications to the
discrete cosine transform (DCT) domain coefficients.

In the DCT domain, watermarks should be embedded in those coefficients that meet the
following requirements in order for the watermarks to be invisible and also robust against attacks aimed
at removing them [3]. First, watermark embedding should target those coefficients having large
perceptual capacity, allowing strong watermarks (strong against attacks) to be embedded without
perceptual distortion. Second, the embedding should focus on those coefficients that will change little
when common image processing and noise corruption attacks are applied. This should include both
intentional and unintentional attack possibilities.
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Quantized
DCT coefficients
Original JPEG Entropy Watermark
image** Decoding Detection
Watermarked JPEG Entropy Watermark
image Encoding Embedding

** For watermark detection, the input should be watermarked (possibly attacked) image

Figure 1. The proposed watermarking system

In many applications related to Internet-based delivery of images, particularly those associated
with large image databases; there are requirements for real-time watermark insertion and extraction. The
method described in this paper was developed with these requirements in mind. In particular, this method
is capable of embedding a watermark in a 512x512 24-bit color JPEG image in approximately 50ms using
a 700MHz computer. Watermark detection and extraction are similarly fast, and do not require access to
the original (unwatermarked) image, or to any other information used in the watermark embedding
process, in order to detect and extract the watermark. Thus, costly searches through an image database
can be avoided during the watermark detection/extraction process.

2. Watermarking Method

JPEG compression method starts by dividing an image into disjoint 8x8 blocks of pixels. Next,
for each block, the forward DCT is calculated, producing 64 DCT coefficients. Let us denote the (X, ) )-

th DCT coefficient of the k -th block as dj(x,y), 0<x,y <7, k=1,---,8, where B is the total number
of blocks in the image. In each block, all 64 coefficients are further quantized to integers D, (x,y) using a
JPEG quantization matrix Q:
dk<x,y)j

1
O(x,y) W

where R denotes the integer round operation. The quantized coefficients are then arranged in a zig-zag
manner denoted by Z, (i), 0<i<63,k=1,---,B, and compressed using a Huffman coder. The resulting

Dk(an/) = R(

compressed stream, together with a header, forms the JPEG compressed image file. For robustness and
simplicity reasons, the method described here embeds watermarks in the luminance (Y ) component of an
image, leaving the chromatic components (C, and C, ) intact. The general model for the watermarking

system is shown in Figure 1. Note that for the watermark detection/extraction process, we assume that the
input to the system (i.e., the “original JPEG image”) is the watermarked, and possibly attacked, image.
The specific computations performed at each step in the watermarking embedding process are as
follows:
e Read the original JPEG image, and for each block %, perform entropy decoding in order to
obtain the quantized DCT coefficients Z, (i), 0<i<63,k=1,---,B

e Let i, denote the initial coefficient within the coefficient block

(in zig-zag order) where watermark insertion begins. Then, in 8x8 DCT block 1 | 8x8 DCT block 2
four adjacent DCT coefficient blocks, as shown in Figure 2, a

single bit w is embedded as follows:

8x8 DCT block 3 | 8x8 DCT block 4

Figure 2. An embedding unit
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if w=1 then
it Z,(ip) <M +6 then Z; (iy) =M + 0
else (Ww=0)
if Z,(io) <M —& then Z, (iy) =M — &

where M = R((Z,(ig) + Z5(iy) + Z4(iy))/3) , and & is determined by the local characteristics of the
image. Specifically, let M., = max {Z,(iy), Z,(ip), Z3(i), Z4(ip) }, My = min {Z,(iy), Z,(ip),
Z5(iy) , Z4(iy) }, and assume 7; and T, are two adjustable threshold values with 7; <7, . Then, & is
computed as follows:

521’ if (Mmax _Mmin) < Ti’ 5=25 if Ti <(Mmax _Mmin)STZ; 6=3 > if T2 <(Mmax _Mmin) .

The algorithm uses the fact that the relationship between DCT coefficients at the same position in

different 8x8 blocks of an image will hold even if these coefficients are quantized by an arbitrary
quantization table in the JPEG compression process [5]. The algorithm also exploits the fact that Z, (i)

is usually close to M .

Since the visibility of the superimposed watermark signal is affected by the background texture [3], the
stronger the texture in the background, the lower the visibility of the embedded signal will be (this is
texture masking) [4]. The method therefore embeds a stronger watermark signal in stronger texture areas.

e Replace Z,(iy) with the new coefficients Z, (iy). The above procedure is applied to all four

DCT coefficient adjacent blocks. The final watermarked image / * is then obtained by entropy
encoding these modified DCT blocks.

Watermark extraction is the inverse of the watermark embedding procedure. Suppose that [ " s
the signal-distorted or maliciously-attacked watermarked image. To extract the watermark from 7 M
is calculated from Z *(io) in the same way as in step 2 above. Then, the watermark W is extracted

according to following rule:
if Zl*(io)>1\7* then W=1else(Zl*(l'0)S]\7*)w=0.

The experiments detailed in the section 4 were used to quantify the performance of this watermarking
system.

3. Watermark Mixing

Visually meaningful pattern, such as letters and logos, can serve as a quick
E E check for ownership. Shown in Figure 3 is a 53x53 binary pattern “EECE”.

C E Figure 3. Original watermark

The decision on whether an image is watermarked or not can be made by (automatically)
comparing the extracted pattern with the original one, if available, or by human (e.g., jury in court) based
on visualizing the extracted pattern. The latter case uses a reasonable assumption that human can
distinguish a “meaningful” pattern from a random one. It is also possible to make such decision
automatically, e.g., computing a randomness measure. Obviously, without appropriate adjustment for the
spatial relationship of the watermark, a common image cropping operation may destroy the visual pattern
of embedded watermark.

To survive image cropping, a two-dimensional “torus automorphism” is used to permute (or
mix) the watermark to disperse its spatial relationship. A two-dimensional “torus automorphism” can be
considered like a spatial transformation of planar regions which belong in a square two-dimensional area.
The set of torus automorphisms is special subset of Anosov diffeomorphisms, which exhibit strongly
chaotic motion i.e. local instability, ergodicity, mixing and decay of correlations [9]. A great subset of
torus automorphisms is represented by the family of one-parameter systems which is defined as follows:
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Ay():L > L (““j:(l lj[x"j(modN) ?)
Yn+l k k+1 Yn

where (x,,y,)€L=[0,N—-1]x[0,N —1]. For the N -1 integer values of &k in the domain [I,N) we
obtain a finite family of systems A, (k). For any integer lattice L of size N there is an integer
P = P(k,N) such that

AL(k)E =& (modN), VEel. 3)

We call the integer P ‘“recurrence time”. Thus any lattice point is a fixed point under the action of
A,ﬁ (k) and also the periodicity condition A;\;'j P(k)é = Al (k)& holds, for all positive integers i, j and for
all £e L.

In Figure 4, the watermark is mixed using torus

automorphism ASS3 (1) to survive image cropping.

EE
CE

Figure 4. Mixing of binary pattern "EECE" by A553 )

4. Experimental Results

The similarity measurement *"Normalized Correlation" (NC) between the original watermark w

and the extracted watermark W is defined as:
S 3w, /)i, j)
i J

NC = —2
S S0, )]
i
This provides objective judgment of the extracting fidelity.

The experiments described here compare the performance of different embedding strategies in
terms of robustness against JPEG compression, different kinds of noise, and image cropping attacks. The
two standard color images shown in Figure 5, lenna and baboon, were used in our experiments. All
watermarked images derived from these test images were 512x512 pixels and 24-bits in color.

First the two test images were JPEG compressed by quality factor 75. Next, the same watermark

was embedded into these two compressed images using parameters 7} =15, 7, = 30, and at various
coefficient locations determined by i,, 0 <7, <63. The average watermarking time of the proposed

system was approximately 50ms using a 700MHz computer. A single bit was embedded in a 2x2 block,
and in total 1024 bits were embedding in an image. Figure 5 shows the original and the watermarked

images, respectively, when 7, =10 . The method does not cause perceptible changes to be introduced

into the watermarked images.

The first experiment studies the effects of watermark embedding at various positions
(ip =0,2,4,6,8,10, and 12) on the peak signal-to-noise ratio (PSNR), which is calculated as the
difference between the original test image and the watermarked image.

From Figure 6, we see that images containing stronger texture features, e.g., baboon will yield a
lower PSNR. This is exactly what we want to achieve with texture-based watermarking. That is, the goal
is to always embed stronger watermark signals into rich texture areas.

The next set of experiments details watermark robustness to JPEG compression. The

watermarked images, embedded with parameters iy =0, 2,6, and 10, were attacked by JPEG

compression at different quality levels. The results are shown in Figures 7 (a), (b), and (c). From Figures
7 (a) and (b), it is obvious that watermarks embedded at lower frequencies are more robust than

watermarks embedded at higher frequencies. Also, Figure 7 (c), with iy =10, shows that the watermark
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in baboon is more robust to JPEG compression attacks than the one in lenna. This is because the
watermark in baboon, as described above, is embedded stronger due to the spatial masking used during
watermark embedding. Another experiment studies watermark robustness to additive noise attacks. The

watermarked images (i = 10) are attacked by additive Gaussian noise at different energy levels. The

results are presented in Figure 7 (d). It is easy to see from this figure that the watermarked images are
very robust to additive noise attacks.

(a) (b)

(c) (d)

Figure 5. The original images (a) lenna and (b) baboon and the corresponding watermarked versions (c) and (d)
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Figure 6. The effects of watermark embedding on PSNR
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Figure 7. Comparison of watermark robustness to JPEG compression relative to watermark position in (a) lenna and (b) baboon; (c)
comparison of watermark robustness to JPEG compression relative to specific images (with different texture components); (d)
comparison of watermark robustness to additive noise attack for the watermarked /enna and baboon images
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Figure 9. Recovered watermark from baboon after JPEG
compression attack

Figure 8. Recovered watermark from lenna after JPEG
compression attack

TABLE 1. NCs of recovered watermarks after JPEG attack

Figure @) (b) © @
Q 50 60 70 80

NC (lenna) 0.65 0.91 0.97 0.97
NC (baboon) 0.69 0.85 0.93 0.96

Vi e
T
- i oY ir
ﬁgﬁ‘

(d)o

Figure 11. Recovered watermark from baboon after Gaussian
additive noise attack

Figure 10. Recovered watermark from lenna after Gaussian
additive noise attack

TABLE 2. NCs of recovered watermarks after Gaussian additive noise attack

Figure (@) (b) © @
Variance 20 50 100 200
NC (lenna) 0.95 0.88 0.81 0.77
NC (baboon) 0.95 091 0.87 0.81

(@0 (b)O (c)O

Figure 13. Recovered watermark from lenna after speckle noise

Figure 12. Recovered watermark from lenna after salt & pepper
attack

noise attack

ff L ; HIE
KRR "
Lo

(@0 (b)D ()t

Figure 14. Recovered watermark from /enna after image cropping attack

TABLE 3. NCs of recovered watermarks after salt & pepper noise attack

Figure (a) (b) (c)
Density 0.02 0.01 0.005
NC 0.72 0.81 0.86
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TABLE 4. NCs of recovered watermarks after speckle noise attack

Figure (a) (b) (c)
Variance 0.02 0.01 0.005
NC 0.72 0.79 0.85

TABLE 5. NCs of recovered watermarks after image cropping attack

Figure (a) (b) (c)
Cropping ratio 25% 50% Random cropping
NC 0.72 0.50 0.80

Finally, we conducted a series of experiments by embedding the visual pattern in Figure 4 into
the original image to further test the watermarking effects and robustness of our watermarking scheme to
JPEG compression, different kinds of noise (Gaussian, salt & pepper, and speckle), and image cropping
attacks when it is used in some real applications.

e  First, different JPEG compression qualities (Q = 50, 60, 70, 80 ) are applied to the watermarked

image. The recovered visual patterns after JPEG attack are shown in Figures 8 and 9. The NCs of
recovered watermarks and the corresponding JPEG compression qualities O are listed in Table

1.

e Second, different kinds of noises with different variances and densities are applied to the
watermarked image. The recovered visual patterns after different noise attacks are shown in
Figures 10-13. The NCs of recovered watermarks and the corresponding variances and densities
are listed in Tables 2-4.

e The last experiment studies watermark robustness to image cropping attacks. We cropped the
watermarked image with different cropping ratios (25%, 50% and random cropping). The
recovered visual patterns after image cropping attacks are shown in Figure 14. The NCs of
recovered watermarks and the corresponding cropping ratios are listed in Table 5.

From the experiments above, we see that the embedded visual watermark was shown to be
robust to JPEG compression, different kinds of noise and image cropping attacks.

5. Conclusions

In this paper, we have proposed a fast and robust JPEG domain image watermarking method.
The proposed method can be implemented very efficiently, requiring approximately 50ms to embed or
extract a watermark using a 700MHz computer. The embedded watermark was experimentally shown to
be robust to JPEG compression, different kinds of noise (additive, salt & pepper, and speckle) and image
cropping attacks, and can be extracted without reference to the original (unwatermarked) image and
embedding parameters. Also, the experiments described here show that embedding watermarks in
coefficients, which are "important" for the image, are more likely to retain embedded watermark data,
despite attacks that result in visually unimportant distortions. Correct choices for the threshold values T}

and 7, are of fundamental importance for watermark invisibility and good detector/extractor
performance. It is possible to adjust the threshold values according to different image features, and even
add additional threshold level. So, our watermarking scheme is very flexible, and can be tailored to meet
the requirements of different real applications.

6. Acknowledgements

The authors are grateful to Elisar Software Corporation for providing financial support for this
research.

46



Computer Technologies and Modelling

References

[1]

[5]

Cox 1.J., Bauml R., and Girod B. Digital Watermarking, Academic Press, 2002.

Hartung F., and Kutter M. Multimedia Watermarking Techniques, Proc. IEEE, Vol. 87, No. 7, pp.
1079-1107, 1999.

Huang J. and Shi Y.Q. and Shi Y. Embedding Image Watermarks in DC Components, /EEE Trans.
on circuits and systems for video technology, Vol. 10, pp. 974-979, 2000.

Langelaar G.C. and Lagendijk R.L. Optimal Differential Energy Watermarking of DCT Encoded
Images and Video, IEEE Trans. on image processing, Vol. 10, pp. 148-158, 2001.

Lin C.Y. and Chang S.F. A Robust Image Authentication Method Distinguishing JPEG Compression
from Malicious Manipulation, IEEE Trans. on circuits and systems for video technology, Vol. 11, pp.
153-168, 2001.

Petitcolas F.A.P., Anderson R.J., and Kuhn M.G. Information Hiding - A Survey, Proc. IEEE, Vol.
87, No. 7, pp. 1062-1078, 1999.

Podilchuk C.I. and Delp E.J. Digital Watermarking Algorithms and Applications, /EEE Signal
Processing Magazine, Vol. 7, pp. 33-46, 2001.

Swanson M.D., Kobyashi M., and Tewfik A.H. Multimedia Data-Embedding and Watermarking
Technologies, Proc. IEEE, Vol. 86, No. 6, pp. 1064-1087, 1998.

Voyatzis G. and Pitas 1. Applications of Toral Automorphisms in Image Watermarking, Proc. of
ICIP96, Vol. 2, pp. 237-240, 1996.

Received on the 20" of April 2004

47



Aviation Technologies

Computer Modelling & New Technologies, 2004, Volume 8, No.1, 48-52
Transport and Telecommunication Institute, Lomonosov Str.1, Riga, LV-1019, Latvia

OCOBEHHOCTHU PACYETA ABUALIMOHHBIX
NHAYKTOPHbBIX TEHEPATOPOB

A. JI. CEPEBPSKOB

HUnemumym mpancnopma u cés3u
Jlomonocosa, 1, LV — 1019, Puea, Jlameus

TMomyveHo aHATUTHYECKOE BHIPAKEHUE [UTS OMPEIEICHHUs BO3MYIIHOTO 3a30pa aKCHAIIBHOTO HHIYKTOPHOTO TeHepaTopa.
PaccmoTtpeHa MeTo/iKa yuéra peakiuu IKopsl.

Analytical expression for definition of the air-gap of the axial inductor generator is obtained. The procedure of the
account of reaction of an anchor is considered.
Keywords: inductor generator, anchor reaction, air-gap

WnnykropHble snekTpuyeckue Mamuubl (MOM) Hamum JOCTaTOYHO HIMPOKOE NPHMEHEHHE B
JKEJIE3HOJIOPO)KHOM M aBTOMOOMJIBHOM TPAHCHOPTE B KauyecTBE I'€HEPATOpOB, a TaKkKe B PazIMYHBIX
OTpacisiX TEXHUKH B BHJE 3JIEKTPOMAIIMHHBIX ITpeoOpa3oBaTeleil Uil CBapKH, MHIYKIMOHHOTO HarpeBa
U IpYTUX LEeNel.

B aBuanuu BnepBble MHIYKTOPHBIE T'€HEpaTOpbl MOHIHOCTBIO 2 KBT u wacrortoit 1000 Iy,
paspaboransasie B. II. BomorauusiM B 1912 r., ObIIM NpUMEHEHBI IS NMUTAHUS PaJOCTAaHIMU Ha
camonére «Mnps Mypomen». B nanpHeiineM OHM Halllld NPUMEHEHHWE B KayeCTBE OJHOMNAKETHBIX
aKCHAIIFHBIX TEHEePaTOPOB B AJIEKTPOMAIIMHHBIX IpeoOpaszoBatensx tuna MA momHOCTRIO OT 100 mo
1500 B - A (MA —100; 250; 500; 1500).

Jns aBuanuu HauOosee MEpCIeKTHBHBIMH KauecTBaMH VIOM SBISIFOTCS MX KOHCTPYKTHUBHAs
IPOCTOTa W BBICOKAas HAA&KHOCTb, a CHCPKUBAIOMMM ()akTopoM — Oonbluee, 4eM B OOBIYHBIX
CHHXPOHHBIX MalllMHaX, 3HaY€HNUE YAEIbHON MacChl.

OpHako, BO-NIEPBBIX, B HACTOAIIEE BpeMs TPAJAWLMOHHBIA KpPUTEPUH YPOBHA OOpPTOBOTO
000pyI0BaHUS — €ro Macca — OTCTYNaeT Ha BTOPOM IUIaH, MOCKOJNBKY €ro COKpAIlleHHE y)Xe He MaéT
CYIIECTBEHHOI'0 dKOHOMHYECKOro dddexta. Ha mepBhlii M1aH BBICTYMAIOT HEOOXOAUMOCTh IOBBINICHHS
o011eit 6e30macHOCTH MONIETOB U COKpPAIlEHHE IKCILUTYy TAIIMOHHBIX PACX0JIOB.

Takum oOpa3oMm, Bec arperara He SBISETCS JOMHHHPYIOMIMM (AKTOPOM, OIPEIEISIONIIM
BO3MOJKHOCTh IIPUMEHEHUS arperara B aBUallii; OCHOBHBIM (DaKTOPOM BBEICTYIAET €r0 HaAEKHOCTb.

Bo-BTOphIX, paboTa Hax coBepuieHCTBOBaHWEM VIOM 103BoMHIA YMEHBIINTh YACIBHYIO Maccy
Y IPUOTM3UTH €€ K 3HAYCHUSAM IPUMEHIEMBIX dJIEKTPUIeCKUX MammH / 1 /.

OTH 00CTOSTENBCTBA MO3BOJSIOT TOBOPUTH O BO3MOXHOCTH NpuMeHeHus MOM B aBuanmu B
KauecTBE T€HEPaTOPOB, Pa3JIMYHBIX ABUraTelleld, CEIbCHHOB M T.A. / 2 / M Ha 3TOIl OCHOBE NOBBIIATH
3¢ (eKTUBHOCTH SKCIUTyaTallul U TEXHUYECKOTO 00CITyKUBAaHHSI OOPTOBOTO 000PYIOBAaHUSI.

WHnykropHas ManvHa UMeeT 3y04aTylo CTPYKTypy MakeTOB CTaTopa M poTopa — YepeaoBaHHe
3y0OI10B U BajuH (1Ma30B), 4TO U OMpPEIe/IsIeT U3MEHEHNE MAarHUTHOM MPOBOAMMOCTH BO3AYIIIHOTO 3a30pa
MEXJIy HUMH, MyJIbCAllMI0 MarHUTHOTO MmoToka u HaBeaeHue DJIC B o6MoTKe sikops. Takas KOMIIOHOBKa
ompenenseT HEeKOTOphIe 0COOCHHOCTH peakiuu sikopsi B UOM 1o cpaBHEHHIO ¢ OOBIYHOM SBHOTIOTFOCHOM
CHHXPOHHOI MalIMHOH M COOTBETCTBYIOIIHE OCOOCHHOCTH Y4€Ta peakuuy sIKOps P pacyéTe MalluH U,
B YaCTHOCTH, IPU OIpPEJEIEHUH BO3AYILHOTO 3a30pa.

B cucreme 31eKTpocHaOXKEHUsI BO3AYIIHBIX CYIOB I'€HEpaTOphbl MEPEMEHHOI0 TOKa pPadoTaroT
MpU aKTUBHO — WMHIYKTHBHOHN Harpyske (cos (¢y) = 0.8 ... 0.85). B 3ToM ciiyuae mMeeT MecTo Kak
MPOJIOJBbHAs, TaK M TONEpedHas peakuus skops. [IpomonbHas peaknus SKOpS BBI3BIBACT 3HAUUTEIHHOE
YMEHBIICHNE HHAYKIUN MO0 3yOIIOM M yBeIMYEeHUE HHAYKIIMHU TOA Na3oM poTopa. [lonepeunas peakuuns
SKOPsI BBI3bIBAET 3HAUUTEIILHOE MCKaKeHUE (OopMbl KpuBOH 1mois / 3 /. DTo 00ycnoBiauBaeT U3MEHEHHUE
TapMOHHMYECKOTO COCTaBa MarHUTHOTO TIOTOKA B 3yOI1ax, N3MEHEHHE COOTHOIIECHHSI MEXKLy TOCTOSIHHBIMHU
Y TapMOHHYECKMMH COCTaBJISIONIMMH MAarHUTHBIX IOTOKOB, @ TaK)X€ NPOSBISIETCS B M3MEHEHUH U
CMEIEHNH UX MAaKCUMyMOB OT Hauyania OTC4€Ta yIjIoB IOBOPOTA POTOpA.

PesynbTupyroiiee MarHuTHOE I0Jie HA Y4acTKe 3yOLIOBOrO MIara poTopa tzg pacnpeneseTcs
HEpaBHOMEPHO U MMEET PE3KO BBIPAKEHHBIH MUK MEXy IPOJoIbHON d M rmorepeyHol q 0CIMH MallHEL
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(em. / 3/, ctp. 134, puc. 4.13, B). AMIIUTYAa TIHKa MIPEBBIIIACT B TPU M OoJee pa3 aMIUTUTYAy IepBOU
TapMOHMYECKOH COCTaBIISIOIIEH MarHUTHOH MHAYKOMH. OTO MOXKET BBI3BIBATh JOIOJIHHUTEIHLHOE
HAChIIIEHHEe MarHUTHOW nenu. [1oaToMy Kpome OOBIYHOTO y4éra peakiMu SKOps, OCYIIECTBISIEMOTO B
SIBHOTIOJIFOCHBIX CHHXPOHHBIX MammHax myTéM BikimoueHus B MJIC B030ykieHHsS 3KBHBaJIEHTHBIX
3HaueHnid MJIC peakumu sikopsi, HeoOxoaumMo B MIOM BBINONHATE €€ MPOBEPKY Ha BO3MOXHOCTh
HACBILIEHUs 3yOLI0B CTaTOpa M POTOpA U3-32 BIHUSHUS PEAKIHU SKOPSL.

IlpuBeneHusle k oOMOTKe B030yxaeHus cocraBisromue MJIC peakiun sxops F,g 1 Fyq
OIIPEIETISIFOTCS CIEAYIOIUM 00pa3oM:

Fad:Kd'Fdl;Faq:Kq'Fql: (1)

rae Ky, Ky — kospdunuents! npusenenus, npuuéM a1 UHAYKTOPHOW MAIUMHBI OHHM PaCCYMTHIBAOTCS
4epe3 NPOBOAMMOCTH BO3AYHIHOIO 3a30pa; Fgi; Fqi — nepsble rapMonnueckue MJIC peakuuu sxops 1o
ocsiM d ¥ ¢, KOTOpPBIE MOTYT OBITE OIIpeesIeHBI KaK

Fg1 = Fy - sin (¥); Fq = Fy - cos (P). 2

3necs ¥ — yron cnBura no ¢asze mexay 2/IC xomocroro xoma Ey u Tokom sixops I; F,y —-M/JIC
OOMOTKH SIKOpSl TIO TIEpBOH TapMOHHMYECKOH, KoTopas [uisi TpEX(a3sHBIX OJHOMMEHHO- WIIH
Pa3HOMMEHHOIIOFOCHBIX TEHEPATOPOB MOXKET OBITh OMPEICICHA B COOTBETCTBUH C BBHIPAKCHUEM

K

= q1-W, e
Far =1:351) Wy 72 3)
rie Wy — umcio BUTKOB B (aze oOMoTku sikops; K, — oOMoTouHbli KkoddduimenT mo mneppoit
rapMOHUYECKOW; Z, — Yucio 3yOIoB poropa; I, — AelCTBYyIOIee 3HAYCHHWE TOKA SIKOPS MEPBOM
TapMOHHKH.
3nayenue sin (V) MokeT OBITH ONPEACTICHHO KaK

. X
sin(¥) = c

(R.+R. 2+X 2> (4)

a™ “Hr c

rae R,, X, — aKTHBHOE U CHHXPOHHOE COTIPOTHBIICHHUSI 0OMOTKH SIKOPS; Ry — CONPOTHBICHNE HATPY3KH.
Y4ér pa3sMarHUUMBAIONIETO NEHCTBUS PEAKIMH SIKOPS MOXET OBITh TaKKe OCYIIECTBIEH C
noMoIeio ko3 duimenrta ysermuerns noroka u 3JC npu Harpyske

2 2
2 2 U +(,-X,)
K. < \/(Ra+RHF) +X, o K = \ @p 1 ¢ )
E R, +Ryr Ud,p

rae Uy, — pacuéTHoe (pazHoe HanpsKeHHe OOMOTKH SIKOPS.
B sToMm cirygae Heooxoaumas MJIC Bo3OykaeHuUs

Fg =n;-Kg - F,, (6)

/1€ Ny — YKCIIO [TOCICA0BATEIFHO BKIFOYECHHBIX BO3AYIIHBIX 3a30POB Ha ITyTH MOTOKA BO30YykaeHuUs; Fs, —
MJIC 5KBHBaJICHTHOTO BO3AYIIHOTO 3a30Pa O,.

3HadyeHneM 03 0OBIYHO 33[al0TCS B Hadale pacuyéra, IPHHUMAsi €r0 OPHEHTHPOBOYHO PABHBIM
6,=(1.2 ... 1.5) - 6, mpuuém & — peaybHbI BO3AYIIHBII 3a30p, €r0 yBEIMYEHHUEM 10 O, YUHUTHIBACTCS
MJIC cranmu.

3HaueHHE O, YUMTHIBACTCSA WM MPU Pacu€Te MArHUTHBIX MPOBOJAUMOCTEH MOJOCHBIX BBICTYIIOB

b N
craropa: yjelbHas HPOBOAMMOCTH 3a30pa 1. =-25, a NpU ONPEIEICHUH HPOBOJMMOCTEH I[1a30B
9

b
UCIIONIb3yeTcs oTHOLIEHHE — 1S (b, b, — mupuHa 3y0La ¥ masa cTatopa).
9
3areM B X0/ie pacuéTa MarHMTHOH Lien BeJIMYHMHA O, OJBEPraeTCs IPOBEPKE, IPH KOTOPOH:
a) onpexensercs yaensHas MJIC Bo3aymmHOTro 3a30pa (To ects M/IC Ha | MM BO3IyIIHOTO 3a30pa)
B.-&
_75° %, (7
ol ~
Ho
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npuuém B; — uaayKims B Bo3aymHoM 3a30pe, Tim; 8, = 1 - 107 M — Bosaymsblii 3a30p B 1 MM; fg=4 -7
10”7 TH/M — MarHUTHAs: NOCTOAHHAS;
0) 3aTeM OIlCHUBAETCS 3HAUEHUE TOTIOTHUTEILHOTO paci€THOTO 3a30pa Ad = 0, — & TI0 BEIPAKEHUIO

F ®)

rre F,— MJIC 3y6uoB cratopa 1 poTopa, KOTOpPBIi U CPAaBHUBAETCSI C TIPHHSATHIM;
B) peasbHBIN BO3AYIIHBIH 3a30p

50 s =), ©)
s
B.-¢o
__o0 °

rae F&_TO (10)

[Tpu BbIOOpE 3HAUEHMS MAarHUTHOM MHIYKUIMK B; mims MOM ncxonsat oOBIYHO U3 JIOIYCTHMOTO
3Ha4YeHHs WHAYKIUH B 3yOuax skops B,s. DTo CBSI3aHO ¢ TeM, UTO HaCBIIICHUE 3yOLIOB SIKOPSI yMEHbIIAeT
MOJYJISIIMIO MarHUTHOTO MOTOKA, a CJIEJOBATENbHO, €0 HCHoNb30BaHue. Benmunna B, ¢ moBbelmeHnem
YaCTOTHI CHI)KAETCS M3-3a BHITECHEHHS IOTOKA B CTAJIM M BHICOKHX YAEIBHBIX HOTEPb.

3nauenus Bs u B, CBSI3aHBI COOTHOLIEHHEM

_(L05..1.0)-Bys-b (1
= bzs - Ker

rae by, b, — mmpuHa 3y01noB poropa u craropa; K., — koappuIueHT 3amoIHeHns TaKeTOB CTAIBIO.
Jlyist BBIOOpA MAIIMHBI ¢ MEHBIIEH CTENCHBIO BIMSHUS PEAKIHH SKOPSI LEIecO00pa3Ho:
a) BHAYalle YBEJIMYUTh UHIYKIHIO B BO3/IYLIHOM 3a30pe IPU XOJIOCTOM Xoje By, uTo mpu 3amannoii 3J1C
OOYyCJIOBUT yMEHbBIICHHE YHCIIa BUTKOB OOMOTKH SIKOpS, M CJEJOBATelIbHO, €€ WHIYKTUBHOE
CONPOTHBIIEHHE; Tocie onpexeneHus kodpduuuenta Kg (5) uHAyKIMs B 3a30pe mpu Harpyske Oynet
MPUMEPHO paBHA
Bs

zs:KCT.KE ; (12)

B

0) BO BTOpoM ciydae, BEIOpaB BHauane 3HaueHHe B; < Bjy ¥ mpomsBeas pacdyéT MarHWTHOW LIEMH,
ompenenseM ko3ddurment Kg (5) u 3atem nHAYKIHIO B 3y0IIax craTopa

B.-K
B, =0_E (13)

zSs K cT

CpaBHuBasi o0a pe3yibTaTa, BBIOMpAacM TOT, KOTOPBI oOccreYrMBaeT MEHBIICE 3HAYCHHE
WHIYKIUH B 3yOlle TP HAarpy3Ke, TO €CTh MEHBIIIEE HACBHIIICHNE 3YOLIOB, SBILTIONINXCS «Y3KAM» MECTOM
B MarHuTHOM nenu MOM.

Brusgane HaceimieHnss MarHuTHOH menu MOM Moxer OBITH YYTE€HO COOTBETCTBYIOIIMM
pacyéToM 3HAYEHHH KOIPPHUIIMEHTOB TOCTOSIHHOH W TapMOHUYECKHX COCTABJISIONIMX MAarHUTHON
MPOBOIMMOCTH TIOJIFOCHBIX BBICTYIIOB / 1 /.

HezaBucumo oOT BBIOpaHHON METOAWKHM Yy4€Ta pEaKUWH SKOpS W HACBHIIICHHS 3yOLIOB
HEOOXOJMMO OCYIIECTBIISITh MPOBEPKY IO MPEACIbHO-AONYCTUMOMY BIUSHHUIO DPEAKIUH SKOpPsS Ha
HackllieHue MarHuTHoM nenu OM. Kputeprem [0mycTHMOCTH 3TOTO BIMSIHUS CIYXUT KoddduimeHt
K., paBubIii oTHOmIeHHIO MakcuMmanbHOW MJIC oOMmoTkm sikopst F,n.x k¥ MIC Bo3OyxkmeHus Fgs,
HEOOXOIMMOW I TMPOBEJCHHUS MArHUTHOTO IOTOKa 4Yepe3 BO3MAYIIHBIC 3a30pbl (TO ecTh 0e3 yuéra
Biustaus MJIC sixops):

K Fa max
a~ F (14)
s
3uayeHUs F, max ¥ Fgs MOTYT OBITE OIpE/ICIICHBI KaK
= A2 . ; 15
Fa.max Vm 2 [aH WKa (15)
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F.—_B 875

F .=K =B 0 06"
0T (16)

s B5°
rze I,; — HOMUHAJIBHBIN TOK B 0OMOTKE SIKOpsi; W, — YHCIIO BUTKOB KaTYIIKM OOMOTKH;
K= (1.2 ... 1.4) — xoapPunment yuéra MJIC cramu.

Buauenus K, momwkao Haxoautbes B npeaenax (0.5 ... 0.55) mast OOBIYHBIX DIIEKTPOTEXHHYCSCKIX
cranel (Hampumep, cT. 2211 — 2411) u O6wpiTh B mpenenax (0.6 ...0.65) mis crtamelt ¢ MOBBIICHHOMN
MHAYKIMeH HachlleHus (Hanpumep, cT. 49K2d, umeromas B, = 2.2 Tn).

BennunHa pabGoyero Bo3aymIHOro 3a3opa & BO MHOIOM omnpezenseT 3(h(GeKTHBHOCTh paboThI
HOM. Tlo TexHOJIOTHYECKUM YCIOBHUSM JKENaTeIbHO BHIOMpATh BO3AYIIHBIM 3a30p O6ipmmM. Ho mpu
YBEJIMYEHUH O YMEHBIIAETCS IIEPEMEHHAsI COCTABIIIONIAs MarHUTHOTO 1motoka, JJIC oOMOTKH sIKOpsl U
MotHocTs UDOM.

Pexomenryemble BEIpayKeHUS JUIs TIPEJIBAPUTEINBLHOTO BEIOOpa O B BUIC

VD1 (CM)I/Ié‘:[ - ]~D (17)
500

6>0.02+ _—
200 300

OIIPEJICIISIIOT AMAa30H BO3MOXKHBIX 3HAYEHHH O U He AaloT oJHo3HayHoro oreeTa. B (17) D, 1 — nuamerp
PacTOUKHU U JUIMHA MTaKeTa SIKOPsI COOTBETCTBEHHO.

Ilo TeXHUYECKMM W TEXHOJOTHYECKUM XapaKTCpUCTUKaM Hal/l60.]'lbllly}0 BEPOATHOCTb [JIsA
NPUMEHEHUs B aBUALlUU HMEIOT OJHOMMEHHOIOIIOCHBIE [BYXIAKETHbIE AKCHAJIbHBIE HHIYKTOPHBIE
rerepartopsl (/3 /, ctp.161, puc. 6.2).

[TpumMeHuTENbHO K MOJOOHBIM KOHCTPYKLMSM 3HA4Y€HWsS] YHCIIAa BUTKOB B KaTylIKe OOMOTKH
aKopsi Wy, ¥ HHIYKTHBHOTO COIIPOTUBIICHHS (a3bl 0OOMOTKH SIKOPsI X, MOTYT OBITH OIPE/IEIEHBI KaKk

U

W= op _ (18)

Ka . . . . . . . s

4.44. 1, F& a Kp anb n. KW

X =2z foa W Con s (19)

a 70 "xa k¢
rae Uy, — HampsbkeHue ¢aszbl 0OMOTKH skops pacuérHoe; Fs, — MJIC 3KBUBaNEHTHOrO BO3/YLIHOIO
3azopa (10); ap, a; — TOCTOSHHAas W TiepBasg TapMOHWKA MAarHUTHON IPOBOAMMOCTH BO3AYIIHOTO

NPOMEKYTKA I0J] MOJIFOCHBEIM BBICTYNOM cTaTtopa; K, — 4MCI0 MOJIIOCHBIX BBICTYIIOB, OXBATBIBAEMBIX
KaTyImKkol OOMOTKH SKOpS; N, — YHCIO TAaKeTOB craropa ¢ oOMoTkamMu skops; Ky, — OOMOTOYHEIHA
koa(duneHT; f;, — HOMUHAJIbHAS YacTOTa TOKA SKOPS, MPUIEM

Z -n

fu=—"-2 (n,— HOMMHATBHAS YACTOTA BPAILIEHUS POTOPA).

60

st Tpéxdaznoro (m = 3) reHepaTopa ¢ MOCTOBBIM BBIITPSIMHUTEIEM

I P U
_ldn__ du Yap .k = 105 115

I _dd
aH . > U E e Y
V3 U B T U g

rae Py, Ugy — HOMUHAIIBHEIE MOIIHOCTh M HANPSKEHUE BBINPAMIIEHHOrO Toka reneparopa; Uy, Ugy —
pacuérHble (ha3HOE U BBHIIPSIMICHHOE HAIPSHKEHMS.

VYuuteBas Beipaxenus mig Fs, (10), Fys (16), Wy, (18), L; (20) 1 pekomMeHDanuu mo BBIOOPY
sravennit K,, K;, K, MoxxHO 1 Tpéx(azHOro reHeparopa ¢ MOCTOBBIM BBITPSIMUATEIIEM OIIPENIEIIUTE €T0
BO3/LyLIHBIH 3330p B COOTBETCTBHUHU C BBIPAKCHUEM

(20)

_Ho. Ky Py @1
By 4.44-ﬁ-Ka~KB~n5~_fH-al.nkqb-nn-l(p-KW~
Jlnst reneparopa 6e3 BBIIPSIMUTEIS
S Ucl)
_ __p _
=51 Ku=g—=11..115, (22)

dH ¢
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rae Sy, Ugy — HOMMHANIBHBIE NOJTHAS MOLIHOCTh U (h)a3HOE HalpsyKEHHe TeHEPATopa, MO3TOMY AJIs HUX

H, EKU-SH
"B K K nf-amn n-K -K 23
By 444Ky Kyongef apm  on KK (23)

Taxk, HanpuMmep, U IPOEKTa aBHAIMOHHOTO IABYXIIAKETHOTO (N, = 2) aKCHaJIbHOTO TeHepaTopa
MonHOCTEIO S, = 40 kB - A, umeromiero n, = 8000 06/mun, Z, = 20, f, = 2670 I'L,
Bs=1.6 Tn, ns=2,n=4,K,=1,K,=1,D =172 mm, | = 50 M™, BeIOpaHHbIE 3HAYEHUSI
K,=0.6; K,=1.2; K, = 1.1, Bo3ayuHsIii 3a30p:
a) B cooTBeTCTBHH ¢ (23) Oyzner paseH 6 = 0.8 mm;
6) B cootBercTBUM C (17) Oyner

5<0.02+3P1 _ 002+ ”57(')3'5 ~0.39 M= 0.4 Mm

500

WK HAXOJUTHCA B JUAIIa30HE

1LY p=({L.. L) imn=
(200 30()]0 (200 300) 172=(0.86...0.58) M.
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CUMULATIVE INDEX

COMPUTER MODELLING and NEW TECHNOLOGIES, volume 8, No. 1,
2004

(Abstracts)

V. N. Kuzovkov, E. A. Kotomin, G. Zvejnieks. Modelling of Pattern Formation in
Thin Metallic Film Growth on Crystalline Substrates, Computer Modelling and New
Technologies, vol. 8, No.1, 2004, pp. 7-19.

We present and discuss results of the kinetic MC simulations of the pattern formation during
the adsorption of mobile metal atoms on crystalline substrate. Simulations are based on a new
complete axiomatic approach to the kinetics of diffusion-controlled processes with energetic
interactions (the standard model described in Appendix A). Pattern formation simulated for
submonolayer metal coverage is characterized in terms of the joint correlation functions for spatial
distribution of adsorbed atoms. We demonstrate that the patterns obtained are defined by the ratio of
the atom mutual attraction energy to the substrate temperature. Kinetic MC simulations confirm the
distinctive average distance between two-dimensional metal islands, estimated by means of scaling
approach.

Keywords: pattern formation, thin films, MC simulations

I. B. Frenkel. Nonlinear Problem of a Thermal Conductivity in a Solid Cylinder,
Computer Modelling and New Technologies, vol. 8, No.1, 2004, pp. 20-23.

Method of perturbations [2], [4] can be applied with great success to the solution of the
boundary-value problems of thermal conductivity, solved by an integration of the nonlinear
differential equations. In the paper we propose the combination of the small parameter method and
method of perturbations for solution of a nonlinear problem of a thermal conductivity in the cylinder
under condition of a linear dependence of thermal conductivity factors and a thermal capacitance on
temperature.

Keywords: thermal conductivity, heat conduction equation, mathematical methods

A. Baublys. Mathematical Models with Application of Statistical Information in
Transportation Management Process, Computer Modelling and New Technologies, vol.
8, No.1, 2004, pp. 24-38.

In the course of freight transportation its technological process is influenced by lots of random
factors. Classification of random factors in the whole hierarchical structure of the technological
transportation process is presented, together with the assessment of the dependence of separate
random factors. Statistical information on freight and transport flows is renewed and replenished in
the course of time. With the growth of information amounts the costs of its storage increase as well.
Therefore the relevant algorithms for obtaining required statistical assessments with the least
statistical information are presented in the article. It is deduced that in the modelling of transport
networks and freights as well as the flows of transport means in them, it is analytically proper to
describe random factors by the non - parametric assessment.

Keywords: freight transportation, mathematical modelling
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W. Luo, G. L. Heileman. A Fast and Robust Watermarking Method for JPEG Images,
Computer Modelling and New Technologies, vol. 8, No.1, 2004, pp. 39—47.

In this paper, a JPEG domain image watermarking method that utilizes spatial masking is
presented. The watermarking algorithm works in the compressed domain, and can be implemented
efficiently in real-time (only 50ms is required for a 512x512 24-bit color image on a 700MHz
computer). In many applications, particularly those associated with delivering images over the
Internet, the ability to watermark images in real-time is required. In order to achieve a real-time
watermarking capability, the proposed technique avoids many of the computation steps associated
with JPEG compression. Specifically, the forward and inverse DCT do not need to be calculated, nor
do any of the computations associated with quantization. Robustness to JPEG compression, different
kinds of noise (additive, salt & pepper, and speckle) and image cropping attacks are achieved with the
proposed system, and the relationship between watermark robustness and watermark position is
described. A further advantage of the proposed method is that it allows a watermark to be detected in
an image without referencing to the original unwatermarked image, or to any other information used
in the watermark embedding process.

Keywords: image watermarking, spatial masking

A. D. Serebryakov. Calculation Peculiarities of Aviation Inductor Generators,
Computer Modelling and New Technologies, vol. 8, No.1, 2004, pp. 48—52. (in Russian)

Analytical expression for definition of the air-gap of the axial inductor generator is obtained.
The procedure of the account of reaction of an anchor is considered.
Keywords: inductor generator, anchor reaction, air-gap
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COMPUTER MODELLING and NEW TECHNOLOGIES, 8.séjums, Nr.1, 2004
(Anotacijas)

V. N. Kuzovkovs, E. A.Kotomin, G. Zvejnieks. Modela izveides model&sana,
pieaugot planajai metaliskajai kartai kristaliskaja substrata, Computer Modelling and
New Technologies, 8.s8j., Nr.1, 2004, 7.—19. lpp.

Raksta autori izskata kingtisko MC simulaciju rezultatus, resp. metala atomu adsorbcijas laika,
kuri parvietojas kristaliskaja substrata, radusos modeli. Simulacijas bazgjas uz pilnigi jaunas pabeigtas
aksiomatiskas pieejas diftzi-kontrol&jamo procesu kin&tikai ar energiskam savstarpgjam iedarbibam
(standarta modelis ir aprakstits Pielikuma A).

Atslégvardi: modela veidoSana, planas kartas, MC simulacijas

I. B. Frenkel. Siltumvaditspgja cietaja cilindra nelineara problema, Computer
Modelling and New Technologies, 8.s€j., Nr.1, 2004, 20.-23. Ipp.

Raksta autori piedava maza parametra metodes kombinaciju un perturbaciju metodi, lai risinatu
siltumvadamibas nelinearu problému cilindra, tados apstaklos, kad siltumvadamibas faktori ir lineara
atkariba, un termiska kapacitate ir atkariga no temperatiiras.

Atslégvardi: siltumvaditspgja, karstuma vaditspgjas vienadojums, matematiskas metodes

A. Baublys. Transport€Sanas vadiSanas procesa matematiskie modeli, pielietojot
statistisko informaciju, Computer Modelling and New Technologies, 8.s&j., Nr.1, 2004,
24.-38. lpp.

Daudz nejausu faktoru ietekme kravu transporté$anu un to tehnologisko procesu.
Raksta tiek izklastita nejausu faktoru klasifikacija visa tehnologiska procesa hierarhiskaja
struktiira kopa ar atkaribas no atseviskiem nejausiem faktoriem izvertesanu.

Atslégvardi: kravu transport€Sana, matematiska modelésana

W. Luo, G.L. Heileman. Atra un robusta tidens zimé&$anas metode JPEG attéliem,
Computer Modelling and New Technologies, 8.s€j., Nr.1, 2004, 39.—47. Ipp.

Saja raksta tiek izskatita JPEG doména attéla tdens zimeanas metode, kur tiek pielietota
telpiska maskéSana.

Udens ziméSanas algoritms tiek izmantots saspiesta doména, un var biit efektivi pielietots reala
laika (tikai 50ms ir nepieciesami 512x512 24-bitu krasu att€lam 700 MHz datoram).

Atslégvardi: att€lu tidenszimju veidoSana, telpiska maskesana

A. D. Serebryakov. Aviacijas induktora generatora aprékina, Computer Modelling and
New Technologies, 8.s€j., Nr.1, 2004, 48.-52. lpp.

Raksta ir izklastita aksiala induktora generatora gaisa-starpas analitiska definicija. Enkura
reakcija tiek nemta vera, izstradajot doto metodiku.

Atslégvardi: induktora generators, enkura reakcija, gaisa-starpa
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The Camera-Ready Copies

PREPARATION OF CAMERA-READY TYPESCRIPT:
COMPUTER MODELLING AND NEW TECHNOLOGIES

A Guide for Authors

A.N. AUTHOR
Affiliation
Institute address

Abstract reviews the main results and peculiarities of a contribution. Abstract is presented always in English or in
English and the second (presentation) language both.
Keywords: main terms, concepts

1. Introduction

These instructions are intended to provide guidance to authors when preparing camera-ready
submissions to a volume in the CM&NT. Please read these general instructions carefully before
beginning the final preparation of your camera-ready typescript.

Two ways of preparing camera-ready copy are possible:

(a) preparation on a computer using a word processing package;
(b) printed copy fitted for scanning.

2. Printer Quality, Typing Area and Fonts

IMPORTANT:

If you produce your camera-ready copy using a laser printer, use a 15 x 23 cm typing area (in A4
format: 30 mm — left, 30 mm — right, 30 mm — top, 30 — bottom, line spacing — single), as in these instructions,
in combination with the 10 points Times font. The pages will then be reproduced one to one in printing.
Fonts

The names and sizes of fonts are often not the same on every computer system. In these
instructions the Times font in the sizes 10 points for the text and 8 points for tables and figure legends
are used. The references section should be in the 10 points font.

3. Format and Style

The text should be in clear, concise English (or other declared language). Please be consistent in
punctuation, abbreviations, spelling (British English), headings and the style of referencing.

Camera-ready copy will be printed exactly as it has been submitted, so please make sure that the
text is proofread with care.

In general, if you prepare your typescript on a computer using a word processing package, use
styles for the font(s), margin settings, headings, etc., rather than inserting these layout codes every time
they are needed. This way, you will obtain maximum consistency in layout. Changes in the layout can be
made by changing relevant style(s).
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4. Layout of the Opening Page

A sample for the opening page of a contribution is shown in Figure 1 on page 3.
Requirements for the opening page of a contribution are (see also Figure 1): the titles should always be a
centered page and should consist of: the title in capital letters, bold font, flush center, on the fourth text
line; followed by the subtitle (if present) in italics, flush center, with one line of white above. The
author's name(s) in capitals and the affiliation in italics should be centered and should have two lines of
white space above and three below, followed by the opening text, the first heading or the abstract.

5. Headings
Please distinguish the following four levels of headings:

1. First-order Heading

This heading is in bold, upper and lowercase letters, numbered in Arabic figures, and
has two lines of space above and one line below. The text begins full out at the left margin.
1.1. SECOND-ORDER HEADING IN CAPITALS
This heading is in roman capitals, numbered in Arabic figures and has one line of space above
and below. The text begins full out at the left margin.
1.1.1. Third-order Heading in Italics
This heading is in italics, upper and lower case letters, numbered in Arabic figures and has one
line of space above and no space below. The text begins full out at the left margin.
Fourth-order Heading in Italics. This heading is in italics, upper and lowercase letters, with
one line of space above the heading. The heading has a full stop at the end and the text runs on
the same line.

:I: 3 blank lines
TITLE OF CONTRIBUTION
Subtitle of Contribution
$ 2 blank lines
A.N. AUTHOR
Affiliation

Institute address
T 3 blank lines
Abstract
$ 2 blank lines

First text line

Figure . Example of an opening part of contribution to a Volume of CM&NT
6. Figures and Photographs

- Line drawings must be submitted in original form, on good quality tracing paper, or as a glossy
photographic print.
- Halftone photographs must be supplied as glossy prints.
- Colour illustrations. Colour illustrations are more expensive and the author is expected to cover the
extra costs. Please consult with Editors about this.
Mount all illustrations directly into the text at the appropriate places. Alternatively, it is acceptable to
leave the appropriate space blank in the text, and submit the illustrations separately. In this case You
must put the figure numbers in pencil in the open spaces in the text and on the back of the figures. Also
indicate the top of the illustration.

For computer plotting the ORIGIN Software is preferable.
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- Legends for figures/illustrations should not be incorporated in the figure itself and they should be listed
in numerical order (headed as "Figure 1.", "Figure 2." etc.). The legends should be set centered, below
the figure.

7. Displayed Equations

Displayed equations should be in the left side of the page, with the equation number in
parentheses, flush right.

Ey =[] v (p(x)K(x—x )(~divP(x'))d*xd*x', (1)
. exp(—A(|x—x|)

K(X_X)=C0ﬁ‘ (2)
Font sizes for equations are: 12pt — full, 7pt — subscripts/superscripts, Spt — sub-

subscripts/superscripts, 18pt — symbols, 12pt — subsymbols.
8. Tables

Please center tables on the page, unless it is necessary to use the full page width. Exceptionally
large tables may be placed landscape (90° rotated) on the page, with the top of the table at the left-hand
margin. An example of a table is given below:

TABLE 1. National programs of fusion research [1]

Experiment Type Laboratory Task Begin of operation
JET tokamak Joint European Torus, Plasma physics studies 1983
Culham, UK in the region close to
ignition
TEXTOR tokamak FA, Jilich. Germany Studies of plasma-wall 1982
interaction
TORE SUPRA tokamak CEA, Cadarache, Testing of super- 1988
France conducting coils,
stationary operation
ASDEX Upgrade tokamak IPP, Garching, Plasma boundary 1990
Germany studies in divertor
plasmas
WENDELSTEIN stellarator IPP, Garching, Testing the principles 1988
7-AS Germany of ”advanced
stellarator”
WENDELSTEIN stellarator IPP, Greifswald, Testing feasibility of 2004
7-X Germany “advanced stellarator”
for power station

9. References

The References should be typeset in a separate section as a numbered list at the end of your
contribution in the following style:

Journal articles should consist of as follows: author's name, initials, year, title of article, journal
title, volume number, inclusive page numbers, e.g.:

[1] Dumbrajs O. (1998) Nuclear Fusion. RAU Scientific Reports & Computer Modelling & New
Technologies 2, aa-zz

[2] Kiv A.E., Polozovskaya I.A., Tavalika L.D. and Holmes S. (1998) Some problems of operator-
machine interaction. RAU Scientific Reports & Computer Modelling & New Technologies 2, aa-zz

[3] Shunin Yu.N. (1996) Elementary excitations and radiation defects in solids induced by swift heavy
ions. RAU Scientific Reports & Solid State Electronics & Technologies 1, 15-35

[4] Schwartz K. (1996) Excitons and radiation damage in alkali halides. RAU Scientific Reports & Solid
State & Electronics & Technologies 1, 3-14
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Book references should consist of as follows: author's name, initials, year, title of book,
publisher, place of publication, e.g.:

[5] Schwartz K. (1993) The Physics of Optical Recording. Springer-Verlag, Berlin Heidelberg New
York

[6] Shunin Yu.N. and Schwartz K.K. (1997) Correlation between electronic structure and atomic
configurations in disordered solids. In: R.C. Tennyson and A.E. Kiv (eds.). Computer Modelling of
Electronic and Atomic Processes in Solids. Kluwer Academic Publishers, Dordrecht, pp. 241-257 .

Unpublished papers should consist of as follows: author's name, initials, year (or: in press),
title of paper, report, thesis, etc., other relevant details, e.g.:

[7] Shunin Yu.N. (1995) Elementary Excitations in amorphous solids accompanying the swift heavy ions
passages. Private communication. GSI Seminar. Darmstadt

The references above should be cross-referenced by numbers within square brackets:
...as cited in [1], or Kiv et al. [2]... The use of author's initials for cross-references is not encouraged.

10. Authors Index

Editors form the author’s index of a whole Volume. Thus, all contributors are expected to
present personal colour photos with the short information on the education, scientific titles and activities.

11. Submission

Check your typescript very carefully before it is submitted. Submit two copies of the typescript
to the Editors of the Volume. Always retain a copy of all material submitted as backup.

11.1. DISK FORMATS AND WORD PROCESSING PACKAGES

If you want to present contributions electronically please before submitting accord with the
Editors the details on your computer system, your word processing package and version (MS Word 6
and above versions are preferable) and the way of transfer on the information (disk or Internet).

Acknowledgements
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the presented paper. The first page of the contribution should start on page 1 (right-hand, upper, without

computer page numbering). Please paginate the contributions, in the order in which they are to be
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