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Editors’ Remarks

Thought

Thought, | love thought.

But not the juggling and twisting of already existent ideas
| despise that self-important game.

Thought is the welling up of unknown life into
consciousness,

Thought is the testing of statements on the touchstone of
consciousness,

Thought is gazing onto the face of life, and reading what can
be read,

Thought is pondering over experience, and coming to
conclusion.

Thought is not a trick, or an exercise, or a set of dodges,
Thought is a man in his wholeness, wholly attending.

D. H. Lawrence

This 10" volume No.2 points out an attention to some education problems, which are
really actually for this day. But some essential tasks in a pure mathematics are also considered.

This means that our journal policy is directed on the fundamental science, which is the
basement of a full-scale modelling in practice.

This edition is the continuation of our publishing activities. We hope our journal will be
interesting for research community, and we are open for collaboration both in research and
publishing.

EDITORS

%/(/(@M A Yu.N. Shunin
//A: — I.V. Kabashkin
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SIX SIGMA METHOD APPLICATION
TO THE PERFECTION OF TEACHING EFFECT

V. CHLAIDZE, 1. LINDE

Information Systems Management Institute, Department of Management and Marketing
Lomonosov str. 1-A, LV-1019, Riga, Latvia, e-mail: isma@isma.lv

Innovation is the lifeblood of most organizations. For the majority of organizations, long-term success is tied directly to the
new product development process. Tomorrow’s revenue and growth are tightly bound to how successful you are at launching new
products and services. The Six Sigma process is increasingly used in corporate practice. Businesses in various industry segments
such as Services industry (Example: Call Centers, Insurance, Financial/Investment Services), Ecommerce industry (Example:
B2B/B2C websites), Education can definitely use Six Sigma principles to achieve higher quality. Many big businesses such as GE
and Motorola have successfully implemented Six Sigma, but the adaptation by smaller businesses has been very slow. In education,
Six Sigma pertains to improving the quality of matter taught, the character generated of the students, and the quality of study and
students life. Bringing Six Sigma efficiency and performance improvements to education sectors raises new challenges for quality
managers. Six Sigma provided exact tools needed to improve this costly, critical — and frequently highly inefficient business.
Focused on procedures that can be put to work immediately in education industry, Six Sigma demonstrates how to quickly ensure
gains in key measures of quality improvement. The present article examines an instance of applying the Six Sigma methodology at
the point where the education processes of an institute of higher education have been defined, its pictorial models have been plotted
and are being analysed for future optimisation. Thus, the group of people working on the project requires a methodology for process
analysis, planning, and a means to ensure permanent quality control.

Keywords: Six Sigma, education, quality of study process

1. Introduction

New product/service development is a business process focused on improving profitability.
Properly applied, design for Six Sigma is a powerful management technique that generates the right
product at the right time and at the right cost. And yet, the development effort faces many challenges in
practice. Design for Six Sigma is a systematic integration of tools, methods, and processes for new
product and service development [3]. The marching trend of the new economic order has generated a new
capsule of Six Sigma as a unified approach to process excellence. The tests reveal that it has transformed
some of the most successful companies in the world, such as Motorola and General Electric [3]. It is
activated as an approach of aiming at a target by changing the culture of a company, involving everyone
in the company, not just the Quality Leaders. The concept of Six Sigma is to identify the problem in a
process, charter a project to specifically address the process, evaluate the process and work through the
project in order to improve the process in totality. In the words of Jack Welch, past-Chairman of General
Electric, Six Sigma is "The only program I've ever seen where customers win, employees are engaged in
and satisfied by, shareholders are (rewarded), and everybody who touches it wins" [7]. In education Six
Sigma can be used to improve the quality of study and students life. With the revolutionary usage of
audio-visual devices, like projectors, video conferencing, etc., the students can also be asked to write
papers on a particular subject and after the presentation of papers (in Microsoft PowerPoint), a discussion
can take place on the respective subject. Under this method of imparting knowledge of literacy with
quality, the thinking, writing and presentation skills of the students can be kindled. In addition, the
existing method of quality improvement through SQCS (Students Quality Control Surveys) has created
the value-based concept as a simile for the Six Sigma standards. It infuses a spike of excellence,
emotional development, humaneness and self-discipline.

Entities in the education industry are called education organizations. Many service organizations
are profit-earning business enterprises, such as private schools and private higher education
establishments; some education organizations are non-profit organizations, such as some universities. In
any education organization, however, one or more kinds of services are provided to customers. The
education industry exhibits some distinct features that are not found in the manufacturing industry:

e Education is intangible; the features are not things like hardware;

e  Education is perishable; the features cannot be inventoried,;

e Education often produces heterogeneous output;

e  Education often involves simultaneous production and consumption.
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However, behind these apparent differences, there are also many similarities between the
manufacturing and education industries. A manufacturing-oriented company will provide one or many
kinds of products to its customers. In any manufacturing-oriented company, there will always be a core
operation, which is usually the product development and manufacturing process. Besides the core
operation, there are also many other business processes, such as business management, financial operation,
marketing, personnel, and supplier management.

In their turn, the education organization has a business operation model similar for many service
organizations. In this model, the service organization has headquarters and many branches or rector’s
office and faculties in education organization. Each branch is a service delivery process. The service
process delivers services to customers. The services provided to customers, no matter how intangible, can
be treated as service products. For example, in the restaurant business, the meal provided to customers
and the music played could be treated as service products; in the insurance business, the insurance policy
and processed claims can also be treated as service products. In service organizations, usually the service
delivery processes and services are closely related; many of them are in the same place.

However, no matter what type of service organizations you look at, there are three aspects of
services that are detrimental to service quality and customer satisfaction:

Service Product. Service product refers to the service output attributes to the customers, or the
service items provided to the customers. For example, in the restaurant service, the service product
includes the meals; use of dining utensils, tables, and chairs; and music played if needed. In the health-
care service, the service product includes diagnosis, treatment, and care items.

Service Delivery Process. Service delivery process refers to the process that delivers service
products to customers or maintains the service products. For example, in car rental centre, the service
process includes all steps needed to rent a car to a customer. These steps include collect driver’s license
and credit card, check car availability, fill and print contract, obtain customer signature, deliver car key
and contract to customer, and locate the car.

Customer-Provided Interaction. In service process, there is also a human interaction aspect, that is,
the interaction between customers and service providers. The quality of this interaction will greatly
influence customer’s satisfaction. For example, in the car rental business, the representative should greet
customers politely, ask customers their car preference, and patiently explain all the options [2].

For profit-earning service organizations and the private educational organizations are of the kind,
profitability is one of the most important factors for success. High profitability is determined by strong
sales and overall low cost in the whole enterprise operation. It is common sense that

Business profit = revenue — cost.
In addition,
Revenue = sales volume X price.

Here price means the sustainable price, that is, the price level that customers are willing to pay
with satisfaction. Some researchers (Sherden, 1994) have found that both sale volume and sustainable
price are mostly determined by customer’s value [4]. As a matter of fact, it is customer’s opinion that will
determine a product’s fate. Customers’ opinions will decide the price level, the size of the market, and the
future trend of this product family. When a product has a high customer’s value, it often is accompanied
by an increasing market share, increased customer’s enthusiasm toward the product, word-of-mouth
praises, a reasonable price, a healthy profit margin for the company that produces it, and increasing name
recognition.

Sherden provides a good definition for customer’s value. He defines the customer’s value as
perceived benefit (benefits) minus perceived cost (liabilities), or specifically as

Customer’s value = benefits — liabilities [4].

The implementation of Six Sigma in the educational arena requires the lecturers to be considered
'‘employees', or the workforce in general. The customers tend to be the parents who pay the fees and want
quality in return of the good result of their wards and/or students itself.

Six Sigma puts the customer first and uses facts and data to drive better solutions. Six Sigma
efforts target three main areas:

e Improving customer’s satisfaction;

e Reducing cycle time;

e Reducing defects.
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Improvements in these areas usually represent dramatic cost savings to businesses, as well as
opportunities to retain customers, capture new markets, and build a reputation for top performing
products and services. Although it involves measuring and analyzing of the organization’s business
processes, Six Sigma is not merely a guality initiative — it is a business initiative. Achieving the goal of
Six Sigma requires more than just small, incremental improvements; it requires breakthroughs in every
area of an operation. In statistical terms, “reaching Six Sigma” means that your process or product will
perform almost no defects. But the real message of Six Sigma goes beyond statistics. Six Sigma is a total
management commitment and philosophy of excellence, customer’s focus, process improvement, and the
rule of measurement rather than good feeling. Six Sigma is about making every area of the organization
better able to meet the changing needs of customers, markets, and technologies — with benefits for
employees, customers, and shareholders [1].

What makes Six Sigma different? Three key characteristics separate Six Sigma from quality
programs of the past.

1. Six Sigma is customer focused. 1t’s almost an obsession to keep external customer’s needs in
plain sight, driving the improvement effort. External customers are mostly those who buy your business’s
products and services.

2. Six Sigma projects produce major returns on investment. At General Electric, for example, the
Six Sigma program resulted in the following cost versus returns:

e In 1996, costs of $200 million and returns of $150 million;

e In 1997, costs of $400 million and returns of $600 million;

e In 1998, costs of $400 million and returns of more than $1 billion.

General Electric’s CEO, Jack Welsh, wrote in the annual report that in just three years, Six Sigma had
saved to the company more than $2 billion [7].

3.  Six Sigma changes how management operates. Six Sigma is much more than improvement
projects. Senior executives and leaders throughout a business are learning the tools and concepts of Six
Sigma: new approaches to thinking, planning, and executing to achieve results. In a lot of ways, Six
Sigma is about putting into practice the notions of working smarter, not harder.

The implementation or application of Six Sigma starts with the recognition of a problem, and the
defining of a project to cure or alleviate that problem. The project is undertaken by a team using DMAIC,
which stands for Define, Measure, Analyze, Improve and Control [1]. DMAIC is a valuable tool that
helps people find permanent solutions to long-standing or tricky business problems. The basic framework
works well in a wide variety of situations, but using DMAIC does involve time and expense. So you
should weigh the costs of using DMAIC against the benefits and costs of skipping some steps or jumping
right into solutions. Two indicators that you should follow all of DMAIC:

1. The problem is complex. In complex problems, the causes and solutions are not obvious. To
get at the root of complex problem, you need to bring together people with different areas of knowledge
or experience. You may have to gather lots of different data before you discover patterns that provide
clues about the causes. If you have a simple problem (or you think it is simple), often an experienced
person can gather and analyze data and find a solution without going through all of the DMAIC steps.

2. The solution risks are high. A key part of the DMAIC methodology is developing, testing, and
refining solution ideas before you impose them on the workplace and on customers. So you should use
DMAIC any time the risks of implementation are high, even if you think a solution is obvious. However,
if you’ve stumbled on an obvious problem and risks of implementing the solution are minor-meaning
little disruption to the process, little or no impact on customers little cost — go ahead and try it out [5].

For most projects, it is risky to skip any DMAIC steps. The logic that links the DMAIC phases is a
key to success. But we recognize that it is human nature to want to jump to solutions and quickly make
the improvement. If you think you have an obvious solution with minimal risks, you can try skipping
some of the DMAIC steps. But before you do so, ask:

e  What data do I have to show that this idea is the best possible solution?

e How do I know that the solution will really solve the targeted problem?

e  What possible downsides are there to the solution idea?

If you can’t provide data to support your answers to these questions, you need to work through all
the DMAIC phases. What you need before you start?

o  First draft of project charter from sponsor(s);

e Resource allocation (time of team members, defined team).
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Deliverables:

1. A completed project charter (covering the problem statement, business impact, goals, scope,
timeline, defined team);

2. Documentation showing what customers (internal and external) are or will be affected by this
project and what their needs are;

3. High-level process map(s);

4. Completed project plans. Requirements will vary by company but often include Gantt charts;
stakeholder analysis; resistance analysis; risk analysis; action logs, responsibility assignments, and
communication plans.

5. Outcomes from the project launch meeting showing team consensus around project purpose,
charter, deliverables, and team responsibilities.

With the outcome of the implementation of Six Sigma methodology, we have found that successful
deployment of Six Sigma involves focusing on a small number of high-leverage items. The steps needed
for the successful implementation of this concept are the following:

1. The successful improvement must start from the senior level of leadership. This is done by
providing training of the principles and the tools needed for the purpose. Simultaneously, the steps are
taken to "soft-wire" the organization and to cultivate an environment for innovation and creativity. The
generation of Quality Improvement Teams occurs at the level of Principals and other members of the
management.

2. The module is developed for establishing close communication with students, employees and
suppliers. This involves developing rigorous methods of obtaining and evaluating student, employee and
supplier input. The lecturers act as the database for reporting and conduct of study.

3. Training is assessed throughout the organization and is considered indispensable. Six Sigma
educations needed to be provided to ensure that adequate levels of literacy and numeracy are processed
by all employees/lecturers.

4. A standardized Six Sigma framework for continuous improvement is developed with a system
of indicators for monitoring progress and success.

Research proves that firms that successfully implement Six Sigma perform better in virtually every
business category, including return on sales, return on investment, employment growth and stock value
growth [6]. The strategy that has to be applied in today's educational arena is a thoughtful concern on the
part of the management to understand customer’s needs and strives to reduce defects throughout all
educational processes. The specific focus of the Six Sigma management philosophy for continual
improvement is a disciplined approach to all aspects of both processes and production. Included in this
focus are product and process development, process improvement, and process management.

The key aspects of Six Sigma incorporate:
the use of quality tools
the use of statistical analysis to make data-driven decisions
a strong focus on results
major savings through defect and/or cost reduction
major improvements to customer’s satisfaction
a focus on customer’s requirements

The Six Sigma process analysis methodology — DMAIC: Define Measure, Analyse, Improve and
Control — is used to enhance the existing process. The DMAIC sequence is applied by performing the
system of activities at each of the 5 stages. It is exemplified by the task of reengineering the business
process called “Institute Department”, with the Lecture as one of its Outputs.

2. Define

The primary tasks at this stage are to define who the consumer for this process is, what the
consumer’s demands are, what aims the project is pursuing and what results it should bring. Here, one
utilises process maps devised earlier that identify the Suppliers, Inputs, Consumers and Outputs. The
basic recommendations for model analysis are as follows:

e Idle functions (jobs) must be either eliminated or assimilated into a process;

e Functions that do not lead to consumer satisfaction must be eliminated as well. Examples:
correct preventable defects, recover defective products, and avoid unpractical delays;

o Elimination entails not only merging several functions (jobs) into one so as to prevent delays,
but also determining and correcting the root causes that bring about the need for alterations or recovery.

10
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In the end, all the faults of a process come to the satisfaction of consumer’s demand. One must
identify the product and process parameters and a way to quantify those in order to prevent such faults. It
is recommended that the Output parameters of a process and their significance to the client should be
rendered in a table (see Table 1 below). Parameter isolation is essential for one to concentrate the effort
on the most important procedures and to more easily devise a measurement scale for statistical analysis.
Measurement scales may be applied to consumer feedback, geometric dimensions and flavour quality.

TABLE 1. The Parameter Matrix of the Process

| Lecture, the Output of the Department Process

|Output parameter | Duration | Cost | Quality
IThe parameter’s rating (1-10) | 1 I 5 I 10
|Fact0rs affecting the parameter and their ratings (1-10) |
|Lecturer eloquence | 7 | 1 | 2
ILecturer proficiency | 4 I 6 I 10
Rent | 1 | 10 | 1

| |

While devising a measurement scale, it is advisable that one should use the Balanced Scorecard
methodology, which monitors the institution’s working efficiency across several aspects, i.e. Finance,
Consumer, Process, and Teaching and Growth [5]. The most widely used BSC attributes that Six Sigma
projects implement are offered in Table 2.

TABLE 2. The Balanced Scorecard Attributes and Process Parameters

Finance Client

What are the financial goals of the process?
» Manufacturing costs

« Activity Based Costing

« The price of low quality

* The gains of adhering to

What are the client’s needs in this process?

* Client satisfaction

* Timely execution

* Output quality

* The product’s other advantages, e.g. Safety

Process
What processes facilitate satisfying the client’s needs?
« Sigma, number of deviations

* Production volume

Teaching and Growth

How qualified and innovative must the staff be?
* Scale of Six Sigma implementation

* Education quality

« Supply quality * Number of trained (retrained) personnel

* Turnaround

The advantage of the Balanced Scorecard methodology is its structured approach, firstly, to
defining the goals and, later, to the measurement scale itself, i.e. the efficiency indicators of reaching the
goals that have been set.

3. Measure

At this stage of the sequence, the Defect of a process and its causes must be determined by
measuring the factors that affect the selected Parameters the most. Here, a Pareto diagram is applicable,
wherein one may identify the 20% of the factors that generate 80% of the problems. Control charts are the
second statistical instrument used at this stage. These allow one to evaluate the stability of a process, and
therefore its predictability. This is motivated by the need to stabilise the unstable (unpredictable)
processes a must before improvement begins.

There are 2 principal types of process instability causes: common (constant) and special (sudden).
A control chart reveals the special causes. The technique is really simple: determine the average value,
then the upper and lower control limits (usually 3 Sigma of the average). Any points outside these limits
will be special causes of instability. Several types of control charts exist, tailored to the type of data and
function, see example — Table 3 [1]. A control chart may be plotted in Excel.

11
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TABLE 3. Types of Control Charts

Chart Selection type Data type | Function

Analysing process stability by tallying the

P Variable range Proportion (relative defect count) defects

Analysing process stability by tallying the

nP Constant range, 20-50 Proportion defects

Constant range, defect tally is Analysing stability with more than one

Quantitative, range very broad

straightforward defect per item
u Variable Quantitative Analysing 'stablhty with more than one
defect per item
Analysing stability with only one
XmR Range -1 Time, length, weight, money measurement whose results differ
significantly
|XbarR |Range 2-10 |Time |Turnar0und estimate

In many cases (manufacturing, technology), one must also determine whether a given process can
satisfy the client’s demands. Numerically, this ability is represented as 0 defects. To achieve Six Sigma
quality, we may assume 3.4 defects per million items as the upper control limit and 0 as the lower. A
process is considered “able” if the graph lies within the control limits. One may automate the Capability
analysis in Excel or elsewhere. We carry on inspecting the Department process and measure the
Parameter “Lecture Quality” (the most significant one) by polling a group of students and staff over a
period of 3 months. The list of questions, answers and ratios is available in Table 4.

TABLE 4. List of questions, answers and ratios

No. | Question | Answer | % Total
General information 22
ST Skill acquisition 45
1 Reason for participating in the Lecture Increasing qualification 20
Other 13
1 2
. . 2 7
Did the Lecture meet your expectations? (1 - not at
2 all, 5 - absolutely) 3 4
’ 4 35
5 11
1 4
2 12
3 Lecturer’s proficiency (1 -poor, 5 - excellent) 3 28
4 30
5 26
1 8
2 36
4 Quality of the materials (1 -poor, 5 - excellent) 3 30
4 20
5 6
1 13
2 33
5 Time management efficiency (1 -poor, 5 - excellent) |3 34
4 16
5 4
] Higher-quality material 47
6 How might the Lecture be improved? Better time management 35
Lecturer’s further training 18
Yes 62
7 Do you intend to use our services in the future? No 20
Maybe 18

The data acquired from the poll may seem sufficient for analysis and decision-making but first one
must ascertain their validity. That is, if the participants’ evaluations of a parameter correlate, the
possibility exists that the questionnaire results are suitable for further analysis. We use the attribute
analysis, which shows that 65% of the poll participants have been consistent in their evaluations, meaning

12
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that these data may be used. To the Department administration, the most important factors are as follows:
the present students’ loyalty, their willingness to purchase other services (e.g. consulting), and attracting
new consumers. We therefore analyse the answers “No” to question 7. The analysis is technically
complex in that several experiments (20 in this case) are carried out with different focus group sizes and
answer distributions. Therefore, it may be sensible to analyse the proportional distribution of the answer
“No” over the course of the polling. This was carried out in Excel, control chart type P. To a manager, the
graph tells about the applicability of the experimental results to improving the process, as well as about
the actual distribution of “No” answers percentiles for the question “Do you intend to use our services in
the future?”

4. Analyse

The present stage entails the analysis of an activity’s results by determining the evaluation criteria
and investigating the defect causes. In this case, one has to plot an Ishikawa diagram (a cause and effect
diagram). Other kinds of studies are possible as well, such as FMEA (Failure Modes and Effects
Analysis) — the analysis of a defect and its cause used for investigating the technological aspects of a
process.

5. Improve

The obvious goal of this stage is to perform the activities planned during the analysis of defect
causes. An index of the activities in our case is offered in Table 5. When solving technological issues, one
should use the DOE methodology (design of experiments, done in Excel). The function of this statistical
instrument is to determine the optimum factor ratio to achieve top quality. For example, it can provide the
chemical, temperature and duration setting for a process, which will guarantee maximum product purity.

TABLE 5. Ways to Improve Lecture Quality

|Staff

|Carry out lecturer’s certification

|Teaching

|Conduct methodological lessons

|Conduct pre-market training (lecture) tests

|Process

|Compile job descriptions in accordance with the process description project.

6. Control

At the final stage of the DMAIC sequence, one develops a plan of controlling the process
improvement by repeating the statistical studies, and determining and fiscally evaluating the efficiency of
the measures that have been taken. In this case, the poll has to be repeated and the negative answer
distribution should be analysed by plotting a control chart. Suppose that the proportion of unsatisfied
consumers had fallen by approximately 50%, allowing asserting the economic efficiency of the Six Sigma
project in question.

Conclusion

The present article both treated DMAIC, one of the sequences of the Six Sigma methodology, and
provided an overview of the statistical toolkit. The efficient application of this methodology undoubtedly
requires one to either invite qualified professionals or invest sizeable sums in training one’s own.
Therefore, the rector must understand the array of tasks solved in Six Sigma projects and the list of
requirements to the participants of such projects, while also keeping in mind the specifics of the higher
school.

The example provided in the present article illustrates the effectiveness of Six Sigma optimisations
for nearly any type of process, provided that its goals and techniques of key parameter measurement are
defined properly.

13
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The authors did not intend to describe the advantages of Six Sigma compared to any other

approach to process quality control and reengineering. However, we express the hope that the article will
stimulate a deeper inquiry into the methodology and its practical applications.

The authors are convinced that the declarative statements about the efficiency of a given

instrument should be replaced by practical advice that will stimulate studies in a given area or draw on
professional services.
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In this paper we propose some certain definitions to pedagogical phenomena in the process of language acquisition on the
basis of the General Systems Theory (L. fon Bertalanfi, 1937). We consider a group of learners as a learning system which is
reversely charged with a situational managerial system (i.e. mentoring/teaching staff), thus, forming a constituent structural unit of
a bigger pedagogical system but keeping at the same time, all its main characteristics. Since the learning system experiences a
purposeful external pedagogical influence, it is considered a managed system. A model of Intelligent System Management has been
worked out. The principles developed are adequate also for other study activities and study courses.

The process of imparting educational information by a mentor is distinguished by its qualitative and quantitative indices.
We regard it as a process of intellectualization of a study group in connection with the notion of ‘homeokinetic plato’, which
actually reflects different intellectual levels of tested study group, e.g., in a language acquisition. The proposed System of
Intelligence Levels and the Teaching Efficiency Indicator ensure the possibility to estimate the initial level of learner intelligence
and the final result and compare these with a predetermined purposeful goal to see the efficiency of a study course and the progress
of student achievement. These techniques can be recommended for use to a variety of educational domains.

An empirical study was used to analyze the optimum amount of the language material to be included into the final test on
Business English. The empirical results gave grounds to compile effectively the examination paper material amount and to define
the time for its fulfilment. Optimization Model of teaching information amount and time distribution has been worked out. The
system approach to language teaching and acquisition allows us to remove the blinders so that we can see the educational world in
the light that illuminates the whole — the system — and only then there will be lasting changes for the better.

Keywords: system approach, intelligent system, managerial provision, instructional events, database, knowledgebase, language
decoding, homeokinetic plato, intelligence level, intellectuality, teaching efficiency indicator, study material optimization

1. A Time for Action: Language Teaching Methodologies and Approaches

The 20™ century, especially the years from the 1950s to the 1980s are often referred to as ‘The Age
of Methods’, when Situational Language Teaching evolved in the United Kingdom, Audio-Lingualism
emerged in the United States. A variety of accompanying methods were proclaimed such as Silent Way
developed by Caleb Gattegno, Suggestopaedia — a methodology developed by Lozanov, Community
Language Learning, Total Physical Response developed by James Asher, is a method which finds favour
with Stephen Krashen’s theory of roughly-tuned or comprehensible input (i.e. the language that the
students hear or read and are able to comprehend) [1].

In the 1980s more interactive approaches to language teaching came to be known as
Communicative Language Approach, including The Natural Approach, Cooperative Language Learning,
Content-Based Teaching and Task-Based Teaching, where methodologists concentrate not so much on the
nature of language input, but on the learning tasks that students are involved in.

Another view which has gained increasing prominence in language teaching is that of the student
as a ‘whole person’. In other words, language teaching is not just about teaching language, it is also about
helping students to develop themselves as people. This idea gave rise to a number of teaching
methodologies and techniques which have stressed the humanistic aspects of learning — Humanistic
Approaches, described by G. Moscowitz [8]. And here we can see the first signs that learning is
considered to be a holistic process in a holistic world.

It is generally known, that the first who put man into the centre of his investigations was Socrates.
The main achievement of the Ancient Greek anthropology was the practice of a holistic approach to the
study of a human being.

The 20™ century was not an exception. On the contrary, it has experienced a sort of
‘anthropological boom’. It turned the minds of the leading scientists in all spheres to the query of human
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existence, and gave rise to the renaissance of ‘anthropological’, in their character, variants of a research
paradigm in order to find a holistic, system approach to the problem.

The System Approach is more and more penetrating into biology, pedagogy, psychology, medicine
and other sciences. It was used in scientific researches of I.Pavlov, V.Vernadsky, N.Vavilov, P.Anokhin,
P.Lesgaft and many others. But the priority in formulating the General Systems Theory belongs to
Ludwig von Bertalanffy (1937).

Although the System Approach is not a new one in pedagogy, still, there is no a generally accepted
interpretation of the notion ‘system’ in scientific literature. Traditionally, a system is described as a
number of elements forming a certain wholeness due to interrelations between them (S. Arkhangelsky,
Y. Kabansky, T. Ilyina, N. Kuzmina and others).

V.Afanasyev sees the definition of a ‘system’ as a combination of objects, the interaction of which
preconditions the appearance of new integrative qualities that are not characteristic of the single
components. The interrelation between the components is so tight, that any changes in one of them cause
changes in others and sometimes in the whole system [11].

According to L.Victorova, a ‘pedagogical system’ — is a great number of interrelated components
put in order and forming a whole unity subjected to the aims of upbringing and education [12].

As the 21* century unfolds, educational environment becomes a new super complex system with a
constantly changing pattern. Being engaged in this environment, each of us performs tasks strategically
using our specific competences to achieve a certain result. Mostly the tasks are accomplished through
language relationships therefore they might not be always language-related. These relationships form a
spectrum of intelligent socio-language system. Here we can see the first modern signs that learning can be
considered to be a holistic process in a holistic world [5-7].

We are not going to inculcate ourselves deeply with theorizing on ‘pedagogical system’ as such
since the focus of our attention is on a student study group in the process of language acquisition.
However, all the aforementioned definitions have given us the grounds to consider a group of learners in
the educational environment as a system, as a component part of a bigger pedagogical system, keeping its
all main characteristics. We refer to the notion ‘educational system’ only as to the academic process
organized within one particular educational institution. In our view, an educational ‘system’ — is an
organized wholeness of interactive components with constant reverse ties forming an integrated
learning environment, which presupposes the appearance of new integrative qualities in the process of
intellectualization and, eventually, leads to restructuralization of both the single constituents, and the
system as a whole. An integrated learning environment includes the whole gamut of social,
psychological, cultural, educational and environmental factors as both influences and resources from
which individuals can draw.

2. Intelligent System Structural Organization and Management

Systems, management, intellectuality and their interrelation — these are the issues without a clear
understanding of the essence of which it is not possible to study neither any problems, nor dynamic or
developmental processes in any domain. According to fon Bertalanfi, at the foundation of any material
dealing with systems, lies The General Systems Theory or The General Management Theory, which only
allow to work out the meaningful notions and definitions.

In our case the educational system has an organizational structure that carries all the peculiarities
characteristic of a complex system [13-15]. We can single out the following:

e Subjects (learning system — mentor/managerial system);

e Elements (aims — content/educational information — methods/means/strategies — resources —

forms of education, training, development);

e Attributes (properties of constituent objects);

e Interactions or attitudes;

e The presence of direct and reverse ties;

e  The presence of levels and their hierarchy.

We can present the organizational structure of the educational system in the following way:
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Figure 1. The organizational structure of the educational system

According to The Systems Theory, each intellectual system is founded on a database, a
knowledgebase (KB) and the corresponding managerial system, as well as, a resources support system.
The initial point for creating an educational system is a set goal. The goals are not invented, not put
forward by an individual subjectively or they are given in objective circumstances.

In the centre of the educational system is the learning system — a group of learners (in our model
presented as a language database (LB) and knowledgebase since we assume every individual as
possessing certain communicative language competences), for the sake of which the whole system is
created. The learning system is open, active, dynamically developing in time and transitioning from one
intellectual state into another due to interactive communication within the educational system, which
allows to ascend higher proficiency levels.

Intellectualization of the learning system (or subject) is carried out via adaptive intelligent
management, performed by the management system — mentors/lecturers possessing knowledge. Eventually,
the successful outcomes of the learning system largely depend on the efficient managerial provision.
Management does not imply a directive-commanding style of contact between the mentoring staff and the
learning group. It is an equal dialogue of the two systems, where the former ensures the necessary
functional properties of the other

Educational information (including managerial instructional events, i.e. giving the necessary
explanations, giving the keys to finding the solutions to the problems, introducing the order in the
classroom if it’s necessary etc...) serves as the basic element stipulating the existence of the system, since
any system can survive provided that a flow of information functions efficiently. (The dotted lines and
reverse arrows show how external managerial impact in the form of educational information is
communicated to the learning system and how it may feed back as a result of the learner’s and mentor’s
reaction to it. The charged information is perceived by learners in the database — which we assume as
learner’s communicative language competence. Then it is comprehended, interpreted, analyzed and
processed in the knowledgebase in accordance with previously acquired knowledge. As a result of all
structural sequences and transformations, the outbound acquired educational information serves as a
signal for the management system that the learning group is ready to process some further information or
is ready for the acquisition of a higher-level knowledge, thus, ascending a new intelligent level). Methods,
strategies and means of communication aim to organize the learning activities to ensure a successful
acquisition of educational information in accordance with the predetermined goals.
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Every system, including the educational one, experiences the influence of the external environment,
mutually exchanging energy and information and it is able to restructure the activities depending on the
demands of the external world.

Thus, summing up, we can say that the organizational structure of the educational system presents
a wholeness of interactive components and an organized combination of pedagogical elements and is
characterized by the hierarchy of levels.

3. Levels of Managerial Language Decoding Via Educational Information Amount and Complexity

e The second repercussion of epistemological pandemonium is the management of the university

itself.

o The stochasticity of quasi-singular substance precipitate adequately correlates with consistence
anisotropy.

e Endocasts have been taken to indicate that some phenomena in human ontogeny is recapitulating
in hominid phylogeny.

Confusing, isn’t it? The given examples show how difficult it could be to talk to a layman on
professional topics. It is even more difficult for an unprepared person to listen and comprehend such
things that would never find any response in mind.

What means ensure successful intersystem communication? First of all, it is the language of
management, the language of communication with a learning group. The language of a learning system
(communicative language competence) and the language of the management system (complexity and
amount of educational message) are the crucial characteristics, which determine the choice of the
necessary level of contact.

In our article the foundational factor is not the content of the incoming information, but the process
of its communication. If there is no adequate language contact between the two systems, however rich
and interesting the content might be, it would never reach the desirable result.

Stephen Krashen, for example, considers that language input should contain language that the
students already ‘know’ as well as language that they have not previously heard; in other words, the input
should be at a slightly higher level than the students are capable of using, but at a level that they are
capable of understanding [1]. Goldowsky and Newport in their discourse about language complexity
have come to the conclusion that “...a limitation on the ability to perceive or remember the full
complexity of linguistic input may have unexpected benefits”, because “for any structure in the language
there is a filter that produces optimal learning of that structure. If you start with very limited capabilities
and then mature, you will have each size of filter in turn, and therefore have the chance to learn each
structure in the language at the time appropriate for that structure — and you end up learning the entire
language optimally.” [2]. As a result of his scientific experiments, Jeffrey Elman points out that
acquisition of language is significantly facilitated by arranging the acquisition device (a recurrent neural
net) in such a way that its ‘working memory’ is small at the outset of learning, and grows incrementally
during the learning process. “Specifically, successful language learning may depend on starting small.”’[3]

Our system approach to language acquisition takes into consideration both managerial language
complexity and educational information amount as the means of ascending intelligence levels by a group
of learners [9]. The model (below) has been designed, giving its adherence to fon Bertalanfi’s
homeokinetic plato, which, actually, reflects different levels of managerial language decoding (i.e.
discovering, analyzing, interpreting and processing of the communicated educational message) by a group
of learners.

Since intellectualization of the learning system goes on as a process, the system at every moment
of its existence experiences a state of ‘disbalance’ — homeokinesis (fon Bertalanfi). The language of
intelligent management (i.e. communication of educational information) is the factor that ensures a
relatively stable equilibrium of the plato — (i.e. the intelligence level) from the beginning of a study course
to its end. (Feedback fields B1 — B2, B3 — B4, B5 — B6.) To the left of B2 and B4 are the areas where the
system shows signs of losing its former properties having acquired new ones. These new properties —
knowledge, skills, abilities, competences — cause a ‘global inner restructuralization’ and transform the
system into a new state of intellectuality. In other words, the appropriate managerial language which is
adequate to the learners’ decoding abilities, aims at keeping the learning system within the boundaries of
the information homeokinetic plato. (Boundaries of the system stability A1 — A2, A3 — A4, A5 — A6. This
is the area where managerial functional elements can be amended in case the system endures any
deflections from the purposeful goals.). As a result of the acquired knowledge and the outcomes of global
restructuralization, the learning group is able to mount onto a higher intelligence level, onto a higher level
of language proficiency.
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Figure 2. Homeokinetic plato model for language teaching system

Uncoordinated managerial influence will remove the learning system from the boundaries of
dynamic stability, leading to a functional disbalance and, eventually, to information collapse. In such
circumstances the learners will not be able to adapt or change the purposeful function of the total system.
As a result, the whole system might be destroyed. In some cases the scattering of the learning system is
observed (Feedback fields B3 —B4, B5 — B6). Some of more successful students due to self-management
skills can acquire a reasonable amount of knowledge and move upwards to a higher intelligence level.
Less successful ones will just become marginal candidates. To the left of Al there is an ‘indifference’
area, where the students do not perceive the mentor’s educational message in case the input language is
not adequate to the learning group.

The reasons of uncoordinated managerial influence might include a mentor’s low tone of voice
which is impossible to hear in a large auditorium, or the language abounding in specific terminology
which is incomprehensible, it might be an excessive amount of educational information within a limited
time boundaries of a lecture which is physically impossible to comprehend or if a mentor shows
disinterest in students as personalities, he is just ‘doing his job’, etc.

A study course can be implemented intensively within limited time frames, ensuring a rather fast
transition from one level of homeokinetic plato onto another. It presupposes a fast in-training professional
profile course generally considered as English for Specific (or Occupational) Purposes.(A1 — A6). If we
speak about a pedagogical process, we assume an extensive course with a much wider time span,
significantly increasing educational information amount as well as far-reaching purposeful goals. (The
field of global restructuralization B1-B6). The process presupposes not only the development of
communicative language competences but the general competences of language learners, including their
knowledge, skills, existential competence (the sum of individual characteristics, personality traits and
attitudes which concern self-image, and one’s view of others and willingness to engage with other people
in social interaction), and also their ability to learn. These personality traits, attitudes and temperaments
are parameters which have to be taken into account in language learning and teaching.

We can judge about the efficiency, effectiveness and success of the whole educational system only
by the final result, by the students’ level of attainment, for which the whole system has been created. If
one of the individual results is lacking behind, it will pull backwards the success of the whole group and,
eventually, show a lower functional level of the learning system.

The educational system is distinguished by its functional mobility and flexibility, which allows at
any time to introduce a regulating component by changing any functional element of the system. Comparing
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a predetermined purposeful goal with the real interim result, the system can redesign its activities at any
stage to amend individual intermediate deflections or any deviations of the final result from the initially
set goals to avoid the destruction of the whole system.

4. System Intelligence Indicators as a Regulating Functional Component

The Systems Theory offers a set of characteristics reflecting complexity and intellectuality of a
system, which are of vital importance for a pedagogical process. These characteristics are defined
(according to Boulding — fon Bertalanfi’s follower) by the system’s reaction to the flows of incoming
information [10]. The indicator of the auditorium readiness for the educational process is comparable with
the indicator of intellectuality in The Systems Theory, hence the necessity to define the intelligence level
of a learning group, first of all. In our case, as we have already pointed out, the intelligence level
corresponds to the communicative language competence level of the learning group.

The Intelligence Level Indicator (ILI) is made up of the three basic components:

1) System complexity according to Boulding = B;

2) Learners’ communicative language complexity = C;

3) Managerial language complexity = M.

Intelligent Level Indicator=ILI =/(B*> +C*+M?). (1)

The parameter B is a fixed constant and, similar to Boulding’s scale (B = 1,2,3,4,5,6,7,8,9) [10], it
might correspond to a natural number 7 in reference to a human individual (as the first system,
consciously reacting to the flows of incoming information), or to a natural number 8 in reference to a
social group/learning group.

The parameter M can be either very simple or very complex. On the analogy of Boulding’s
parameters, M might present a constant number, showing different levels of mentor’s language
complexity. (E.g. 1 = the level of simple orders and explanations during a lecture = Intermediate
Professional Level; 2 = the level of solving problems, reasoning and drawing conclusions, showing
logical thinking = Pre-Upper Intermediate Professional Level; 3 = the level of high-order skills — problem
solving, case study, generating new ideas, etc. = Upper Intermediate-Advanced Professional Level).

The parameter C can be calculated as the logarithm of Word-stock & Linguistic Items Amount
in conventional logarithm scale or might correspond to a fixed number, reflecting the level of language
proficiency.

This formula is supported by various language proficiency tests. It can be applied at the beginning
of an academic year and at the end, or at the beginning of a certain study course and while finishing it. It
can also be used in case of any deviations from the predetermined objectives. The ILI is applicable both
for individuals and groups.

We can also present a system’s intelligence in a certain intellectuality space.

AC

B/
Figure 3. Intellectuality of a learning system (learning system means learning/social group)
The most important parameters for us are those of C and M, since B is a fixed number. As it can be
seen from the model, alongside with the increasing parameters C and M (learners’ communicative

language complexity and mentor’s language complexity respectively) the intellectuality space of the
learning system will expand.
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5. Teaching Efficiency Evaluation

The successful functioning of any system (including an educational one) is characterized by its
efficiency. And here comes one more factor onto the surface — Teaching Efficiency Indicator (TEI),
which is based on two variables, since any study activity of a learner can be viewed as the necessary time
for thinking and the necessary time for task fulfilment. Time for thinking presupposes reading the task or
listening to a mentor’s instructional events. Time for fulfilment is actually a technical doing of the task.

P »
< »

r L
Tininking Trutfitment T, teaching time

»
»

Figure 4. Time of thinking and time of fulfilment ratio
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The formula makes it obvious that reduction of time for task fulfilment will result in the increase of
efficiency. A line graph showing a typical behaviour of TEI was drawn up.
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Figure 5. A typical behaviour of TEI

As we can see, the curve of efficiency goes steadily up with the shortening of time for task
fulfilment. However, it is obvious, that we can not reduce the time infinitely. It will be just absurd. The
critical point shows the lowest level of teaching efficiency.

6. An Empirical Investigation of Educational Material Amount and Its Optimization

Our task was to investigate what amount of educational material will be optimal with the maximal
efficiency within a limited time. An empirical study was used to analyze the material of the final
qualification exam in Business English, and particularly, the professional vocabulary.

According to the proportion factor we accepted 30 words as — 1, 60 words as — 2, 90 words as — 3,
and 120 words as — 4 respectively.

The normative time for task fulfilment was 30 minutes. With the increase in the task amount, the
time for thinking was increased. A graph of the expected efficiency was built:
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TABLE 1. Normative teaching time distribution

Teaching Information Amount T thinking, min T fulfiliment, min TEI
1(30) 5 25 0,165
2 (60) 10 20 0,33
3 (90) 15 15 0,50
4 (120) 20 10 0,67
30 min — normative learning time
0,7 4
0,6 -|
o 0.5
=
= i
@
%L 0,4
i i
F sy
0,2
i n
01

—
1,0 1,5 20 2,5 3,0 3,5
Teaching Information Amount

Figure 6. Expected TEI via teaching information amount

Four groups of ten learners were formed and each learner received the tasks. The tables below
show the empirical results of the students’ performance. The dashes (-) in sections for Time-fulfilment in
blocks 3 and 4 indicate that the results were not counted. The student’s production was either less than
70%, or there was not enough time to cope with the task, or some other reasons.

TABLE 2. Fulfilment analysis of conventional teaching task

Conventional Teaching Information Amount: 1

Student’s code | Thinking. min T fulfilment, min TEI personal

1 5 10 0,33

2 5 15 0,25

3 5 8 0,385

4 5 12 0,295

5 5 15 0,25

6 5 15 0,25

7 5 10 0,33

8 5 20 0,2

9 5 20 0,2

10 5 20 0,2
2,69
0,269

TABLE 2 (continuation)

Conventional Teaching Information Amount: 2

Student’s code | Tininking, min T fulfilment, min TEI personal

1 10 15 0,4

2 10 15 0,4

3 10 10 0,5

4 10 15 0,4

5 10 18 0,357

6 10 20 0,3

7 10 20 0,3

8 10 25 0,28

9 10 25 0,28

10 10 20 0,3
3,517
0,3517

22



Information teaching technologies
TABLE 2 (continuation)

Conventional Teaching Information Amount: 3
Student’s code | Tiinking, min T futfilment, min TEI personal
1 15 20 0,43
2 15 15 0,5
3 15 28 0,34
4 15 20 0,43
5 15 25 0,375
6 15 30 0,3
7 15 25 0,375
8 15 - 0
9 15 30 0,3
10 15 - 0
3,05
0,305
TABLE 2 (continuation)
Conventional Teaching Information Amount: 4
Student’s code | Tininking, min T fulfilment, min TEI personal
1 20 10 0,67
2 20 15 0,57
3 20 20 0,50
4 20 20 0,50
5 20 35 0,36
6 20 - 0
7 20 - 0
8 20 40 0,33
9 20 35 0,36
10 20 - 0
3,29
0,329

On the basis of the empirical results a graph was drawn up and matched with the graph of the
expected efficiency. The adjustment point shows that within the given time with maximal efficiency the
optimal amount of words will constitute approximately 60 - 65 items. This parameter was observed in the
forthcoming examination task in Business English. The results of the examination were different, but it
proved that there were no failures, at least in the vocabulary part.

The empirical results show that student’s achievement is dependent both on the time of thinking
and the time for the task fulfilment. These findings are supported by the results of the examination
content analysis.
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Figure 7. Optimal teaching information amount searching
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7. Learning Information Amount and Time Distribution

The model below shows how a definite amount of learning material can be distributed in different
groups with various indicators of intellectuality and efficiency:

1- 30 words

2- 60 words Teaching rate; = 30words/30 min = 1 word/min
3- 90 words
4 — 120 words Teaching rate, = 60words/30 min = 2 words/min

Teaching rate; = 90words/30 min = 3 words/min

Teaching rates = 120words/30 min = 4 words/min

[
»

Tteaching cycle

Tthinki g Tfulfilment

Tfulfilment Tthinkin Tfulfilment

inking Tfulfilment Tt inkirlg T Ifilment Tthinking

Tteaching cycle

Teaching rate (information units amount per time)

optimal rate = 62 words/30 min

\ 4

Tininking T fulfilment Tteaching cycle

Figure 8. Teaching information amount and time distribution optimization model. Integrated Skills Module. 1-2-3-4.
Module 1 — Reading; Module 2 - Listening; Module 3 — Speaking; Module 4 — Writing. Complex Moduling.

Practice proves that very often the difficulty is to condense into a very short time of a lecture some
course of a subject and to cover as much as possible within a very limited period of time. Bringing The
System Approach into class, we have the way of managing our time and resources. In more
knowledgeable, advanced groups the learning material can be given in a whole block within a definite
limit of time. In less successful groups it can be divided into separate tasks in various contexts, or these
can be logically sequenced contexts following each other according to the degree of difficulty. The aim is
to attain the maximum result with the minimum losses (in time, personal energy waste, interest,
knowledge, etc.). The resources have to be deployed to their maximum effect.

Conclusion

The system approach to language acquisition allows implementing all the elements of the
educational process most effectively, enabling to manage human resources, time resources and to attain
the maximum efficient results in the process of students’ intellectualization.

During the stage of professional education, the system approach to language learning allows to
enhance not only the development of communicative language competences, but also professional and
general human competences focusing upon developing professional mindset, mentality, professionally
significant qualities such as insight, intuition, self-management, self-esteem and self-knowledge,
purposeful introspection and self-criticism in judging what is acceptable and what is not, ability to
differentiate what is quality and what is not, from the evidence put before them.

The injection of a management component into a higher educational institution is a necessary
feature today, since the latter is transforming from a small-scale adjunct of industrial infrastructure into a
large-scale — a mega — enterprise at the centre of the economy and the civilized life [5-7]. A strong
management function is crucial to this making-public of the higher educational institution, to its coming
into the attention of public view and being a part of the modernization of the whole society, hence the
importance of working out a model of Intelligent System Structural Organization and Management.

Homeokinetic plato in language acquisition reflects qualitative and quantitative characteristics in
learners’ communicative language competences and, ultimately, the level of their intelligence. It presupposes
an intensive way of language acquisition, allowing a rather fast transition from one intellectual plato onto
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another within a restricted educational information amount and time limits — (English for Occupational
Purposes). The extensive way presupposes a vast pedagogical process which is expanded in time and
educational information amount, when alongside with the development of communicative language
competence a whole gamut of professional competences, general human competences, professional and
generic skills and different kinds of thinking are developed, thus, enabling the learners to attain the
highest level of the intellectual plato and the purposeful goal of education.

The way of imparting educational message by a mentor is of a crucial importance in this process,
since the level of complexity of language input has to be adequate to the level of students’ comprehension
and, yet, constantly enhancing their achievement in language acquisition. As Polanyi (1958) put it
‘Existing human experience has a continuous character, it is not disjunctive, and therefore the application
of formal linguistic rules to it requires of the applier the same kind of art as the application of any other
kind of technology’ [4].

It seems undisputed that the mastering of memory skills is important in educational development,
still, the memorized information is no substitute for understanding, knowledge and insight — nor is it a
reliable indicator of intelligence. Therefore the offered Intelligence Level Indicator takes into consideration
not only a student’s level of language proficiency, but also the comprehensible level of a mentor’s language
complexity as well as a regulating parameter (B) reflecting an individual as an intelligent system.

The suggested Intelligence Level Indicator (ILI) and Teaching Efficiency Indicator (TEI)
permit to define the optimal amount of the learning material and the time for task fulfilment both for a
particular individual and for a certain group as a whole. It can be recommended to any study domain, not
obligatory language-related. In addition, due to its mobility and flexibility, the System Approach allows
implementing these corrective factors (ILI and TEI) at any stage and at any time of the educational
process to amend any elements in the educational system, hence its importance.
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The educational system of any country is a sophisticated organism; all physical, social and cultural factors and conditions
influencing the existence and development of the country’s educational system constitute the so-called educational environment.
Friendly environment of the teacher’s and student’s plays an increasingly important role as strategic component in today’s education
— a role that is transforming a traditional educational system into a flexible, efficient, and extremely capable tool, which meets the
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accompanying demographic and socio-cultural changes. Creating an effective and adaptable educational environment has always
been a challenge for education experts. This paper considers the essential trends and challenges, which constitute the strategic
context for the educational management. It provides the analysis of the educational environment components, which might be used
by education experts for the development of the optimum educational environment.

Keywords: education, management, external / internal environment

1. Introduction

The last years of the 20™ century have brought an amazing change in the global educational
system, which is now in a state of continuous evolution. Market forces are rapidly changing the
educational industry. The changes embrace the whole educational system, from kindergartens to PhD
programs. Globalization and rapid consolidation, increased government regulation and increased
competition, the widespread use of advanced communications technologies and e-commerce are driving
educational organizations to re-evaluate their business models and operations to stay competitive.

Due to living standards improvement people in general spend longer in the educational system.
The importance of learning experience is crucial for the intellectual development of individuals. Thus,
education becomes a long-term investment, which will determine our future and will be responsible for
the country’s prosperity.

Let us consider an educational system of the country as a sophisticated organism: all the physical,
social and cultural factors and conditions influencing its existence and development constitute the so-
called educational environment. Friendly environment of the teacher‘s and student’s plays an increasingly
important role as strategic component in today’s education — a role that is transforming a traditional
educational system into a flexible, efficient, and extremely capable tool, which meets the needs of ever-
evolving modern society.

The conclusion is obvious: there’s a demand for more thorough analysis of the educational
environment components, the factors, which influence its formation and perfection, as well as its ability
to adapt and keep up with the rapid technological and social changes. The formation of a properly
organized educational environment is one of the key elements of the country’s educational system
development. To create an advanced educational environment means to provide teachers and students
with a powerful educational tool.

The analysis of the educational environment components and further elaboration of the
recommendations for their development and improvement is vital for education experts. Such analysis
might help educators better understand the relations between social, pedagogical technological and other
aspects of the educational environment. It might also provide some guidelines and assistance for the
development of the educational environment oriented teaching methods and materials.

By exploring the factors that influence the formation of the educational environment components
education experts can work out the basic principles of the educational environment. Experts can utilize an
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exploratory field research format that involves applying the data-collection method (studying relevant
source materials, questionnaires, observations, and interviewing) to identify their key tasks and better
understand the process of managing the educational environment of an institute. The obtained data is then
analyzed in order to gain insight into the organizational environment and identify the factors that might
affect and facilitate the work of educational managers. The final step is to work out a few guidelines for
effective educational management; these recommendations might be used by practicing managers to
create an organizational environment, which is optimally conducive to the needs of students and their
instructors.

2. Manager’s Role

Creating an effective and adaptable educational environment has always been a challenge for
education experts. The development of the optimum educational environment requires direction and
decisions from the experts who are in charge of the project. They should learn how to be successful
managers. The society is made up of all kinds of organizations: large international companies and small
national firms, public and private schools, colleges and universities, clinics and hospitals, etc. In all these
organizations, there are people carrying out the work of a manager though they do not have that title.
How do experts define the task of a manager? The author of seventeen books on management, Peter F.
Drucker, described five basic operations that managers perform: they set objectives and decide how the
organization can achieve them, they organize the work of the organization, they motivate other people
and communicate with all levels of the organization, they also measure the performance of the
organization, and, finally managers develop people including themselves [1]. Being “the dynamic, life-
giving element of every business”, managers work on different levels and in different areas. Educational
organizations employ education experts; their job is to provide specialized expert advice in the
educational area. As an educational organization continues to grow, the number and role of such
managers also increase. Although educational institutions are not-for-profit organizations, they must
employ some management practices in order to develop and effectively achieve their goals.

General management focuses on the basic issues of managing any business and any organization.
General educational management focuses on the fundamental educational management issues. Discipline-
oriented educational management focuses on the management process for a specific discipline, e.g.
foreign languages training. Educational management is now regarded as a separate field of management.
It is obvious that it has its roots in the traditional management. Every manager whatever the organization
(government, business, or university) has to perform the same basic functions:

1) managers working in the area of the educational environment elaboration must have the ability
to take the lead; they provide the guidance and support for the team of educators to plan, organize and
execute the project;

2) they must have the ability to direct the educational environment changes; they have to take the
initiative for investigating and improving the environment components;

3) they must have the ability to innovate;, they must know how to enable successful
implementations of their strategic initiatives;

4) they must be responsible for the results, provided that they have the authority to make the
decisions and actions to enable these results.

In other words, the educational management involves having the right leader (we can call him an
education consultant) doing the right activities to provide the thorough analysis of the status quo and the
appropriate changes that will improve the system and yield good results.

Experts emphasize that environment is of fundamental importance to the success and failure of any
organization; therefore to be effective managers must have a clear understanding of their environment,
how it influences their work and how they can influence and change it. Since any organization is an organ
of the society, the analysis of the organization-environment relationships is essential for developing the
manager’s strategy.

3. Educational Environment

Let us consider an educational institution as an open-system organization. Such organizations input
the resources (e.g. some material resources) from the external environment and output the products (e.g.
educated specialists) into the external environment. Everything pertaining to the outside world that might
affect the activities of an educational organization can be referred to as the external environment. This
environment can be characterized as the true reality, in which the educational institution exists; it is
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beyond the efficient control from the inside. We can only try to investigate its influence on the
organization’s structure and activities.

On the other hand, the internal environment includes all interior elements within the organization.
To work out the basic principles of the educational environment formation inside the institution we have
to specify and analyse the following aspects:

e its structural components and their relations and contacts;

e the conditions existing within the system;

e the problems and challenges that managers face;

e its relationship with the external environment outside the institution.

The next question is: What’s more important for an education expert - to be inside-focused or
outside-focused in his approach? Clearly, we must find a good balance between these two approaches.

There exist various environment classifications, but none of them is complete — the enormous
success of the information technologies and globalization are creating a new environment, which is ever-
changing and flexible. So, we can use any classification as the basis for our analysis, and modify it to suit
our needs. Some management experts characterize the external environment, as the system comprised of
two basic segments: the general environment and the task environment [2]. In their opinion, the general
environment is composed of several non-specific components: economic, socio-cultural, political-legal
and international. The task environment is comprised of several specific elements of the organization’s
surroundings: customers, suppliers, partners, etc. The general environment components are shown in the
Figure 1 below.

EXTERNAL International
environment
Political-legal
environment
Economic
environment
External
Educational
Educational
Socio- organization
cultural nvironment
environment
Technological
environment ENVIRONMENT

Figure 1. The general educational environment components

The external educational environment is not a separate segment of the general external
environment, but as its core element. The inevitable consequence of scientific and technological progress
is the advent of the knowledge-based society, thus education and training policies with the mission of
making maximum use of available skills and abilities become central to this kind of society.
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Our next step is to analyze the dominant external educational environment trends and challenges
that exist today:
e rapid technical progress;
e globalization;
increased economic, political and scientific international cooperation;
economic growth;
workforce migration;
e demographic and socio-cultural changes, etc. [3].

We must face reality: the impact of technical progress and globalization on the external
environment is great; they influence all general environment elements, lead to increased international
cooperation, and to demographic and socio-cultural changes. This process results in new challenges that
educators and students face, and new opportunities that they can use. It’s obvious that all changes, which
occur in the external environment due to the rapid technical progress and globalization have an effect on
the educational environment, since knowledge and innovation are at the heart of the sustainable society
development. They are the preconditions for economic growth and international cooperation; they are
responsible for the improved quality of education.

Conclusion

Thus, everything comes full circle: the changes in the external environment meet in its core
element — the educational environment. The educational environment, in turn, provides the resources,
which are necessary for the successful development of modern society and for improving our living
standards. In the 21% century educational managers should be concerned with the educational
environment, which is under the constant influence of modern technological environment, globalization
and the accompanying demographic and socio-cultural changes. No wonder that some educational
managers suggest a closer relationship with the world of information technologies in developing
educational programs — the integrated use of the tools, techniques and methods from various disciplines.
This approach makes an educator think across, beyond and through the academic disciplines; the
utilization of advanced technologies and global networking infrastructure must receive increased attention
from education experts.
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A new simulation approach to study physical mechanisms of V,shift in memory transistors is suggested. The corresponding
software is developed on the basis of Molecular Dynamics (MD) algorithm. Testing of software showed its conformity to the
studied problems. The correlations between parameters of charge carriers injected into Gate dielectric (GD) and physical
characteristics of trapping media (TM) that provide a stable programming state are found. New physical effects accompanying the
V,shift of memory device are revealed. The obtained results are in agreement with experimental data.
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1. Introduction

ONO (Si0,-Si3N,4-Si0;,) stack with non-tunnel bottom oxide is the GD in two-bit per cell memory
transistor. Information is stored as the charges injected into Nitride at the channel edges of the memory
transistor. Programming is performed by channel hot electrons. Holes, created by band-to-band tunnelling
in the drain region erase the programmed bit [1-3]. The device is read out in the “reverse” direction
compared to programming.

Since in the programmed state of SONOS memory devices electrons are stored in silicon nitride
layer, the data can be lost due to the electrons leakage from the injection region, IR [4]. As a result the
programmed state threshold voltage, V, decreases and V, shift occurs. High temperature (HT) and room
temperature (RT) V, shift can be observed dependently on the bake temperature. A limited decrease of V,
(~50-100 mV) for one — time programming (OTP) cell was observed at the beginning of the relaxation
process. Additional “fast” memory window loss (~250-500mV) happens after 10k-100k program-erase
cycles. After the “fast” V, shift that is characterized by low activation energy the long-term, V, decrease
with high activation energy (~1.8eV) is observed [5]. The instability of the erase state is also observed. In
the case when the trapped holes leave IR the erased state threshold voltage increases in time.

One of the explanations of the programmed NROM V; shift is that the data retention loss in the
programmed state occurs because of the charge leakage in the Nitride according to Frenkel-Poole
mechanism and bottom oxide trap-assisted tunnelling. This is similar to the vertical charge loss
mechanism in standard SONOS memories [6,7]. Degradation of bottom oxide is considered as retention
limitation also in polysilicon floating gate memories [8]. Bottom oxide degradation was also discussed for
the two-bit per cell SONOS memories with thick tunnel oxide [9]. The high-energy carriers injected
during the programming/erase operations are characterized by relatively high “effective temperature” [10]
and may cause different device degradation processes [11-13]. Nevertheless the model that accounts only
BOX degradation does not cover all experimental results. For example, it cannot explain the observed
limited V, decrease after cycling at high temperatures; it does not account the reported annealing of the
hot carrier created traps, etc. [14,15].

It was found that at least for small (<1000) number of cycles the HT V, shift is dominated by
lateral spread of the charge carriers trapped in the nitride layer of ONO [10,14,24]. Lateral charge
migration of electrons in silicon nitride in OTP regime was reported in [1, 3]. Location of the trapped
charge carriers in the ONO of standard NROM devices is studied by charge pumping (CP) technique [17,
using special test structures [16] and the sub-threshold slopes of memory transistor characteristics [18].
Direct observation of the trapped charges by scanning nonlinear microscopy is presented in [1].

In nanocrystal semiconductor memories the charge is stored in a discontinuous dielectric layer
usually composed by separated silicon quantum dots (QD) embedded into silicon oxide [19]. Nowadays
QD is a basic structure for creation of new electronic devices. A programming state of device is
determined by the number of injected electrons in QD and by their stability in the trapped state.
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If QD is an isolated and not very large atomic cluster, the number of electrons N in its potential
well is a well-defined integer. In typical QD the number of electrons N changes only when electrons
tunnel inward and outward the QD. This is typical for QD with the size < 10 nm. In the isolated QD of
larger size the Coulomb blockade takes place and an extra energy is needed to add an electron into the
dot. At the same time, various spin-related phenomena, such as spin blockade for example, are also
observed in small QD [20]. Electron transport through the QD is determined by the correlation between
the charging energy, E, the single electron level spacing, J, and the coupling, G between the dot and the
surrounding reservoir. An important feature of small QD is the well-resolved quantum levels [21]. The
electronic states of QD can be modelled by “a particle in a potential box”. In this case an energy spectrum
of QD is:

B 272 h*n?

& m*d?

n ; (1
where &, n, m* and d are Planck constant, quantum number, effective mass of a charge carrier and a linear
size of QD, respectively.

In spite of the importance of accounting the classical behavior of carriers in the GD it is clear that
the quantum properties in their behaviour dominate. In such situation we need an approach allowing
studying complex processes that occur in memory transistor and have to be described by quantum and
classical equations. The corresponding software should be suitable for the investigation of the following
processes and phenomena:

The trapping and re-trapping of the carriers in the GD;

The migration of the carriers in the dielectric with different types of the potential relief;

The thermalization of hot carriers;

The influence of internal and external fields on the migration of carriers;

The influence of geometric factors on the redistribution of injected carriers in the GD.

The influence of physical characteristics of the processes in memory device on its service parameters.

The adequate physical model and a simulation approach that are suitable to solve the indicated
problems were developed and described in [22, 23]. The model allows obtaining correlation between the
charge distributions in the dielectric and the device characteristics. It follows from this model that spatial
profiles of injected carriers in GD of memory transistor are strongly influenced by their Coulomb
interaction.

AN N N NN

2. MD Simulation of the Behaviour of Carriers in GD of Memory Transistor
2.1. TWO-STEP MD MODELING

A novel simulation approach consists of the independent modelling on each of two steps of the
simulation cluster design: (a) at the first step a fragment of classical crystal named a basic cluster (BC) is
designed. BC is simulated using a standard MD calculation scheme; (b) the second step consists of the
effective charges ascribing to atoms of BC. These charges create a potential relief (PR) for the migration
of charge particles (electrons and holes). This approach opens a new possibility to design a PR for
migration of carriers in different non-metallic substances.

To design the BC the equations of MD are being solved using the central difference scheme [22].
The atomic configurations in BC does not influence significantly on the PR in the model. A close-packed
FCC lattice and potentials typical for such lattices were used in our case. BC has to satisfy only the
following requirements:

v" A crystal lattice has to be stable with respect to changes of boundary conditions corresponding
to different device models.

v' The BC has to be constructed in a way that provides its stability in the temperature range
inherent to the real temperature conditions of memory device exploitation.

v The geometry and the sizes of BC have to correspond to analogous parameters of memory device.

The next step is a designing of the PR. PR for migration of injected charge carriers is formed by
ascribing the effective charges to atoms in BC (basic atoms, BA). Effective charges on BA can be chosen
so that the necessary values of potential wells and barriers will be provided. The important peculiarities of
the model and of the computer program are following:

v' We create separately the PR for electrons and holes ascribing different effective charges to BA
in each case. Electrons feel only their PR and do not feel PR for holes. The analogous situation takes
place for holes.
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v’ The trapping centres (TC) and scattering centres (SC) for electrons and holes are introduced
by varying the depth of potential wells. It is clear that TC for electrons is SC for holes and vice versa.

v’ The ascribing the effective charges to BA do not influence the dynamics of BC. One can say
that "BA do not know" that they are carriers of effective charges that determine the PR for electrons and
holes.

v The injected charge particles are being considered as classical particles. Their elastic collisions
with BA occur. According to the adiabatic approximation the values of pulse and kinetic energy that are
transferred to BA by injected charge particles are negligible. Thus only the temperature of the injected
particles changes practically (thermalization phenomenon).

v" Coulomb forces determine the interaction of the injected charge particles, and the option of
electron-hole recombination is foreseen.

v' The quantum properties of injected electrons and holes are taken into account.
Phenomenological description of the tunnelling effect consists in the introducing the probability of the
penetration of particles through the potential barriers.

2.2. THE COMPUTER PROGRAM AND SIMULATION OF V, SHIFT IN MEMORY DEVICE

The computer program allows varying the characteristics of injected carriers and properties of the
GD. A visualization of the location of TC, SC and injected charges is available. The main advantages of
the program are following:

v' The simulated cluster may be crystalline or amorphous.

v’ The initial location of injected carriers can be varied on the whole length of the GD. Therefore
we can observe the results connected with any initial location of injected carriers relatively the edges of n-
p junctions.

v" We can choose different scaling parameters for calculated diffusion profiles for the charge
carriers.

v' The high-k layers (HKL) in the GD can be modelled introducing the corresponding
probabilities of tunneling through the upper and the top boundaries of GD.

v’ The program allows in addition: a) following the kinetics of the thermalization of injected hot
carriers; b) studying the redistribution of injected carriers in the conditions of cycling; c) observing the
bulk images of the GD in three projections.

v' Simulation of the processes in the GD is in fact a computer experiment: the generators of the
random numbers provide the possibility of the random change of initial profiles of injected carriers,
spatial distributions of local centres and the action of the internal electric fields inherent to the working
device.

In the program the correlation AQ ~ AV, is used, where AQ is a number of the electrons spreading
from the injection region. Thus the results of the redistribution of injected carriers can be transformed by
the program directly to the kinetics of V. in conditions of the device exploitation.
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Figure 1. Illustration of the linear dependence between the number of electrons
in the injection region and the threshold voltage of transistor, V,
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We used the original computer software "Memory" and "Grains" together with Device Simulator
program "Medici"[24]. The spatial re-distributions of injected carriers in GD, obtained in "Memory" and
"Grains" programs were used as the input data for the program "Medici", which gives a set of
corresponding device parameters. Using the program "Medici" we confirmed the validity of the correlation
AQ ~ AV, (See Figure 1).

3. New Physical Effects in GD of the Programmed Memory Transistor

In this section we demonstrate the results obtained using the developed software. We describe new
physical effects that were revealed as a result of simulation of dynamics of electrons and holes
accompanying the programming-erase operations in memory device.

3.1. PARASITIC PEAKS IN THE GD

The main part of the simulation study of physical mechanisms of HT Vt shift was a comparison of
diffusion profiles of the programmed device at different bake conditions and at different regimes of
programming. First, the upper limit of programming level was found. Analysis of the processes of
spreading of injected carriers from the injection region showed that a strong correlation between the
possible level of memory device programming and physical parameters of GD exists. This correlation is:

N N, = const (w,, ), 2)

traps o traps ie
where N, is the density of traps, ¢ is the cross-section of trapping, N, is the density of injected
electrons, and the constant to the right depends on the probability of tunnelling, w,,,.

An expression (2) means that the number of injected electrons in the injected region is limited by
the characteristics of TC and by their density. It was found that the temperature of injected electrons
influence significantly on the value of const (w,,). Coulomb interaction between injected electrons
lowers the potential barriers in TC. This, in its turn, leads to the enhanced by Coulomb repulsion
tunnelling and spreading of the injected electrons from the injection region [23]. The mentioned
mechanism of the spreading of injected charges results in appearance of charge clusters in the bulk of
GD. The charges located outside the injection region in lateral directions were observed in our
simulations. They display themselves as aside peaks in the spatial distribution of the injected carriers (see
Fig. 2) and were named parasitic peaks (PP) [22]. Later it was found that PP determine the service
parameters of memory device in many practically important cases [25].
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Figure 2. The redistribution of injected electrons after their injection during the programming operation. The vertical axis indicates
the fraction (in %) of the whole number of injected electrons. The horizontal axis indicates the number of layer in the simulation
cluster. On the left side of the main peak in the diffusion profile the formation of PP is seen

33



Solid state physics

A non-Gauss spatial distribution of injected electrons in GD and a formation of PP are caused by
the influence of the Coulomb fields on the migration processes of charged particles in GD.

3.2. DOUBLE-PROGRAMMING (DP) EFFECT IN MEMORY DEVICE

DP operation consists of two steps: a) the first programming (FP) and bake; b) the injection of
additional electrons to reach the FP level and the next bake. DP reveals itself in the decrease of V, shift
after the second step as compared with the first one. A simple physical model is used to explain the DP
effect [25]. During the programming operation the positive voltage is applied to the drain and to the gate
while the source is grounded. The lateral electric field enforces the electrons to leave the source and to
move towards the drain. Once the electrons gain enough energy, they overcome the energy barrier of the
oxide layer and inject into the silicon nitride. The charge injected during the programming process is not
accumulated in injection region by one pulse. The procedure of programming consisted of a series of
pulses with the voltage increasing from 5 to 7V. At certain extent of programming, some of newly
injected electrons start to scatter in lateral direction from the charge, already accumulated in the injection
region. These electrons form PP that prevent the spreading of electrons from the injection region during
the second programming operation.

3.3. PHASE TRANSITION OF PR IN ONO

We found that the activation energy for the carrier migration in GD is an effective value and
depends on the density of traps in the case of their large density [26]. This is why the results obtained by
different authors in some cases do not coincide. We performed the simulation study of the dependence of
the activation energy on the density of traps up to 5-10%' traps/cm™. In the region of critical density of
traps N*, s = 10%° traps/cm'3 the PR sharply changes. The transformation of PR at Ny, > N*,,, Was
manifested by the sharp increase of activation energy for carriers migration.
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Figure 3. Temperature dependence of the relative change of the V, shift on the bake temperature in the case Nyqps < N*jqps.
The curves correspond to the different bake times. The estimated activation energy in the different computer experiments
is ~0.2 — 0.5 eV. The relation AQ ~ AV, is used

We found a strong dependence of the PR transformation on the degree of the overlapping of the
electron wave functions in the neighbour traps and on the value of potential wells of the individual traps.
The overlapping of wave functions was modelled by changing the probability of tunnelling between the
nearest traps. The typical results are shown in Figures 3 and 4.

The sharp increase of the depth of potential wells in PR of GD can be explained by the formation of
a strongly disordered PR as a result of the random overlapping of the wave functions of traps. Thus in the
case Nyaps™N%,qps the Anderson localization is possible that determines the mobility of carriers. The
increase of the role of this effect leads to the growth of activation energy for the carriers’ migration. It
should be mentioned that the exposition times, ¢; are different in Figs. 3 and 4. In Fig. 4 these times are
much longer than in Fig. 3.
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Figure 4. Temperature dependence of the relative change of the V, shift on the bake temperature in the case Nyqps> N*jqps.
The curves correspond to the different bake times. The estimated activation energy in the different computer experiments
is ~ 1.5 -3.5 eV. The correlation AQ ~ AV, is used

There is a long dispute on why there is no hopping conductivity in Silicon Nitride with the
concentration of traps above 10*°cm™ The above considerations are one of the explanations (strongly
disordered trap environment for high trap concentrations and, as a result, large fluctuations of deep
trapping site energies, similar to the fluctuations of energy levels in strongly doped semiconductors).
Another explanation of suppressed hopping conductivity is strong polar on effects connected with large
amounts of hydrogen (Ref. [29]: M.Petersen, Y.Roizin, Appl.Phys.Lett. August, 2006)"

3.4. THE REGION OF EFFECTIVE RECOMBINATION.

Computer simulations reveal a formation of the region of effective recombination (RER) at the
beginning of the erase process. RER is displayed in Fig.5. Using simulation results, we studied the role of
RER in programming-erase operations. The maximal linear size of RER, /3, in the direction parallel to the
channel of transistor is a non-linear function of the shift between the peaks in the spatial distribution
profiles for electrons and holes. /; influences ultimately the final erase operation. In particular, the
number of residual holes after erase operation is correlated with the magnitude of /z. The formation of
RER is determined by the initial charge profiles in the given operation, by the coefficients of diffusion of
carriers and by the space distribution of traps. For the large enough /; the number of residual holes is
negligible. The shift between the electron-hole spatial distributions (in fact, the value /z) is used in the
computer simulation of the accumulation of residual holes during the cycling of memory device.

The processes of gradual accumulation of residual trapped electrons and holes cause the
dependence of V; shift on the number of cycles in conditions of cycling. In the beginning of each cycle
the programming of memory device occurs in new initial conditions that are “prepared” by the previous
history of the programming-erase processes. More details concerning the simulation of the cycled
memory transistor are available in [23].

3.5. TWO LIMITS OF SCALING DOWN OF ONO STACK

We studied the retention properties of ONO with the top and the bottom high-k layers (HKL). The
HKL was characterized by the relative fraction of carriers that can leave the GD.

In the case of ONO with HKL at the late stage of bake (in simulation procedure after ~ 10000
steps) we observed the increase of the fraction of spreading electrons, AQ, that means the sharp increase
of V, shift. This is explained by appearance of trapped charges in nitride located at the interface traps at
the top boundary. The newly injected carriers scatter on these charges and begin to move in lateral
direction. Later the amount of spreading electrons decreases. This effect is probably linked to the
competition between the formation of located charges in PP and on the top interface traps of nitride. In
Fig. 5 we demonstrate the behaviour of retention parameters of memory cell with HKL that hinders the
penetration of 90 % of injected carriers’ outward the nitride bulk. One can see that at the first stages the
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existence of HKL improved significantly retention characteristics of the memory cell. But on some stage
of bake the non-monotonous behaviour of retention characteristics takes place. Analysis of simulation
results leads to conclusion that the properties of traps in the bulk and in the interface region are
responsible for this effect. In the process of memory device exploitation an effect of the non-monotonous
kinetics of retention characteristics of ONO memories with HKL may be expected.

Thus we claim that two limits of scaling down a memory cell exist. The upper one is caused by
intensive scattering of injected carriers on trapping centres located between HKL and nitride. The lower
one is linked to charge leakage caused by tunnelling current. The problem that should be solved is how to
decrease the interval between these two limits.

28
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24 - —a— With HKL
2
g 22
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16 : ‘
0 10000 20000 30000
The number of steps

Figure 5. The relative number of electrons (in %) spreading from the injection region as a function
of the number of steps (bake time) for two cases: ONO with and without HKL

3.6. EXTRINSIC COULOMB BLOCKADE (ECB) IN THE NANOCRYSTAL GD

In nanocrystal semiconductor memories the charge is stored in a discontinuous dielectric layer
usually composed by separated silicon quantum dots (QD) embedded into silicon oxide. Using the
mentioned approach and the developed software we studied the model GD that is silicon oxide with
incorporated silicon nanoclusters as trapping centres. We designed the PR in which the internal part (IP)
of silicon cluster corresponds to quasi-diamond like structure and the surface part (SP) of the cluster
corresponds to quasi-disordered surface phase [27]. SP of silicon cluster contains a large density of
dangling and stressed bonds.

The simulation results showed that a location of injected carriers at the traps of SP of the cluster
creates an additional barrier for the electrons trapped in the IP of the Si dot. As a result the effective
potential barrier for the escape of trapped carriers from the IP of the cluster increases. The effect of
preventing the exit of trapped electrons from the IP of the cluster due to location of electrons in its SP was
revealed in our simulations. This effect was named the extrinsic Coulomb blockade (ECB). The intrinsic
Coulomb blockade (ICB) is a well known effect described in publications of many authors [28]. ICB
limits the accumulation of injected carriers in silicon dots. The new ECB effect promotes the
accumulation of injected carriers inside the cluster and provides the higher programming level.

4. Mathematical Testing of Computer Program

Analysis of the time dependences of HT V, shift definitely shows two stages in its kinetics: “fast”
V,shift and long-term (“slow”) Vshift. The “fast” V, shift depends on the programming window AV =V,
high— Vtinitiat and is typically 50 mV — 300 mV for AV=1-3 V. At temperature ~200° C the “fast” period of
V, decrease lasts several hours [5, 17]. The “fast” relaxation period is followed by “slow” V, decrease
process with high activation energy (~1.8e¢V) [14]. At the beginning of the relaxation process there is a
limited decrease of V, (~50-200 mV) even for the one-time programmed cell. Additional “fast” memory
window loss (~250-500mV) is observed after 1k-100k program-erase cycles [5-7]. Our simulations were
aimed to the study of the “fast” V. shift. For this stage the fast spreading of injected carriers from the
injection region is caused by the Coulomb repulsion of electrons injected into the injection region. We
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started from the assumption that the number of spreading electrons AQ ~ Q, where Q is the number of
injected electrons. This correlation determines the exponential dependence of AQ on time, t. This
dependence is analogous to the of radioactive decay law. In the latter case the statistical distribution of the
time intervals between the two nearest decay events also satisfies the exponential law.
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Figure 6. The dependence of the dispersion of time intervals, ¢; between the two consecutive exits of electrons
on the number of steps. For each number of steps, n the dispersion of ¢ is calculated for the range n + 100

We tested the statistical distribution of the time intervals between the two consecutive exits of
electrons from the injected region. The result presented in Figure 6 confirms the exponential distribution
for these time intervals. This shows that the computer experiment based on the developed software
reflects adequately physical processes in GD of memory device.

5. Discussion

The developed approach has the obvious advantages. They consist in the possibility to study
simultaneously different processes that determine the V, shift in memory devices. We solve this problem
using the assumption of the "independent" existence of five subsystems:

v" BC is a "carrier" of PR for electrons and holes and determines the vibration properties of PR.

v’ Effective charges on BA that determine PR for electrons.

v’ Effective charges on BA that determine PR for holes.

v' Injected electrons with their temperature.

v Injected holes with their temperature.

The program admits limited interactions between subsystems. BC does not feel the existence of
any charges. The interaction of BA with hot injected carriers is reduced to elastic collisions. Effective
charges that create PR for electrons do not feel the charges that create PR for holes and vice versa.
Injected electrons feel "their" PR and also TC from the PR for holes that play role of SC for electrons.
The situation for injected holes is the opposite. The model allowed following the behaviour of each
subsystem separately.

Quantum properties of the system are accounted by introducing the probability of tunnelling, ®.
We choose the corresponding value ® proceeding from the knowledge about the kinetic energy of
injected carriers. Such approach does not lead to quantitative results but can lead to principal qualitative
results such as, for example, determination of two limits of scaling down of memory cell with HKL in the GD.

The next input parameter is the effective mass of charge particles. In the case on nanocrystal GD
with silicon dots we used Eq. (1) to reduce the calculation volume [28]. The energy spectrum is invariable
if the condition m*d” = const is provided. Therefore using this condition we can reduce the linear size of
grain, d accordingly increasing the effective mass, m*. Generally, for GD, including ONO, we choose
effective masses of carriers to get suitable values of thermalization time, #. The next condition that
determines effective masses is the necessity to limit the velocities of carriers that are accelerated by
internal fields. The exchange by kinetic energy between electrons and holes leads to setting up of the
common temperature during the relaxation time, ¢,. In addition, we account that the time of relaxation of
local thermal spikes have to be not too large, #;,. As a result the condition: #, > #,> ¢, has to be satisfied.
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The model allows accounting the behaviour of dielectric constant, k at microscopic distances
~2—15 A. Two features of k influence the behaviour of injected carriers:

v Dependence of k on the distance between charges at small distances;

v Dependence of k on the atomic structure of the dielectric.

The last case is accounted in nanocrystal GD in a special manner. As it was mentioned, the SP of
silicon dots is a quasi-disordered phase with smaller density of atoms. It means that £ decreases in the SP
of cluster in the direction of boundary. These features of & cause unusual dependence of retention
properties of memory cell on the programming level of device. In some cases this dependence is
characterized by deep minimum.

Finally, the generators of random numbers of high quality allow performing simulations in
accordance with real experimental studies. These generators provide the simulation of fluctuations of the
spatial distributions and of the energy spectra for the TC and SC and also for electrons and holes in the
dielectric media. We showed above that the statistical analysis adequately reflects physical processes in
the model. In addition, numerous comparisons of simulation results with experiments also showed a good
agreement and confirm the effectiveness of the model.

Conclusion

Novel software was developed that allows simulating processes responsible for V, shift in memory
device. The proposed model is based on the consideration of GD with injected carriers as several
independent subsystems. The model and consequently the computer program admit only limited
interaction between subsystems. Such design of the model led to possibility of detailed study of
microscopic physical mechanisms that determine V, shift.
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Ilpu pa3paboTke NPOLECCOPOB Ul COBPEMEHHBIX BBIYHCIHMTENBHBIX MAIIMH TPAHCIOPTHBIX CHCTEM OJHHM U3
KapJIMHAJIBHBIX BOIIPOCOB SBJIAETCS BBIOOP criocoba 00pbOBI ¢ MpodIeMoil epexo10B B KoHBeiiepe koMan 1. TakuM crnocodoM, Kak
MIPaBUIIO, SBISIETCS OJMH M3 aITOPHTMOB IIPEJCKa3aHUs IepexojoB. Beibop Hambonee 3hPeKTUBHOrO M3 HECKOIBKUX HECATKOB
M3BECTHBIX QITOPUTMOB OCYLIECTBISIETCS Ha OCHOBE pE3YJIbTaTOB HX MOJCIMPOBAHMS IPH BBIIOJHCHUH OIPENEICHHBIX
HpPOrpaMMHBIX TIPUIIOKEHUH, NpPEJCTaBIEHHBIX TPaccaMH O3THX INpUIOXKeHui. BciencTBue CHIBHONM 3aBUCUMOCTU TOYHOCTH
MpeJCKa3aHus OT XapaKTepa HPHIOXKEHMS, Tpacca KOTOPOrOo HCIOJIb3yeTcsl B XOJA€ HCCIENOBAHHUM, NEPBOCTENICHHOE 3HAYECHHE
nprHoOpeTaeT MPeACTaBUTENBHOCTh TPAcChl, T.e. TO, B KAKOW Mepe pe3ylbTaThl, NMOTydYEHHBIC HA OCHOBE JTOH Tpacchl, MOTYT
CIIY’)KUTh OCHOBAaHHEM IUIsl OKOHYATEIBHOTO BBIOOpa anropuTMoB. C 3THX IO3MIMI €CTh OCHOBAHWS I'OBOPHUTH, KaK MHHHMYM, O
ISTH KJIaccax NPOrpaMMHBIX NpuioxkeHui. CTaTHCTHYECKHUE TI0Ka3aTeIH POLIECCOB, CBA3aHHBIX C IEPEX0/IaMH B IIPOrpaMMax, Iis
Pa3IUYHBIX KJIACCOB HMPHJIOKEHHI CYIIECTBEHHO OTIHYAIOTCS, YTO BEIET U K PACXOXKICHHIO OLEHOK TOYHOCTH IpefcKa3aHus. B
pabote:

e [peayaraeTcs KOHLENLUS «CHHTETHYECKOH» Tpacchl, INPEICTaBIsAIOMEH COOOH CTATUCTHYECKUIl HSKBHBAJIECHT
IpeJCTaBUTEIBHOI CMECH TPacC, OTHOCSIUXCS K Pa3HBIM KJIaccaM IPOrPaMMHBIX IPHIIOKEHHI;

® BBICKA3BIBAIOTCS COOOPAXKEHHS 110 CO3JAHHIO MMOTOOHBIX TPace;

® TIPUBOASATCS PE3yJbTaThl NIPEIBAPUTENBHBIX YKCIEPUMEHTOB, MOATBEPKIAIONINE IPABOMOYHOCTh H HEPCIIEKTUBHOCTh
IpeJJIaraeMoro noaxoza.

KiawueBble cioBa: TIpeacKasaHue nepexoa0B, Tpacca NpoOrpaMMHOI0 MPUIOKEHUS, TOYHOCTD IIPEACKA3aHUA

1. BBeaenune

[Tpencka3zaHue nepexo 0B Ha CErOJHSALIHUI JEHb CYMTAETCS OJHUM U3 Haubosee 3PpdexTHBHBIX
crioco0oB 0OpBOBI ¢ KOH(IMKTaMHK TIO YTIPABICHUIO B KOHBEiepax koMaHA. Vaes cOCTOUT B TOM, UTO emie
JI0O MOMEHTa BBINIOJHEHHMS KOMaHIbI IIEpexXoAa MM cpa3dy e IIoClie ee IOCTYIUIEHHS Ha KOHBeHep
JIeTIaeTcst MPEeIoJIoKEeHUe 0 HanboJsiee BEpOITHOM HCX0JIe TAKOW KOMaH b (IIepexo 1 NPOU30HIET HITH He
npousoiiner). [locnexyromume KOMaHAbI TOJAIOTCS Ha KOHBEHEP B COOTBETCTBHUH C IIpeAcKa3anneM. Tax, B
20-cTyneHyaToM KoHBeliepe koMaH I mporeccopa Pentium 4 Northwood ommOka B ipeacka3aHuu MOKET
npuBecTd K «motepe» a0 20 TakToBbIX mnepuonoB. OueBuaHo, uto B Pentium 4 Prescott ¢ 31-
CTYIICHUaTHIM KOHBEHepoM HM3AEp)KKH OyAyT COOTBETCTBEHHO Ooibime. B To e BpeMs mpaBHUIIBHOE
IpecKa3aHue MO3BOJISIET HOMYYHUTh CYIIECTBCHHBIH BEIUTPHIII B IIPOU3BOAUTEIIEHOCTH.

K HacCToAIIEMY MOMCHTY HM3BCCTHO HECKOJIBKO JACCATKOB PA3JIMYHBIX aJITOPUTMOB IIPCACKa3aHUA
nepexomoB [6, 7, 9, 11, 12], oTnuyarommxcst KICXOAHOH HHpOpMaLneil, HA OCHOBAHHHM KOTOPOW [E/IaeTCs
MIPOTHO3, CJIOKHOCTHIO pealTu3alliy 1, TIIaBHOE, TOYHOCTHIO MpencKazaHus. KaXkapli 3 3THX alrOpUTMOB
JIETAILHO HCCIIENIOBaH, O YEM CBUJICTEIBLCTBYET OOJIBIIOE KOJIMYECTBO MyOuKaruii. OOpaTumM BHUMaHHE
Ha TO, YTO B OCHOBE IPAKTUYECKH BCEX MCCIECJOBAHHMM JICKUT OJHA M Ta YK€ METOJAMKA: MOJEIUPYETCs
paboTa cxeMm MpencKa3aHus MMEPEeXOI0B IPH BBHITOITHEHUH ONPEAETICHHBIX MPOTPAMMHBIX MPHUIIOKCHUH,
NPE/CTABICHHBIX TpaccaMu OJTHUX TpuiokeHud. Tpacca ¢opMupyercs B mpoLecce BbITOIHEHHS
nporpaMmbl IMyTEM (bI/IKCS.IJ,l/II/I IponEeCCOB, IMPOUCXOAUBLINX TMPHU BbIIIOJTHCHUA Ka)K[lOﬁ KOMaH/bI.
IIponykToM TpaccHpOBKH SIBIAETCS (aiil, COCTOSIINI M3 MOCIEIOBATEIFHOCTH 3alnceil, IAe KaxIoH
BBITIOJJTHEHHOM KOMaH/Ie COOTBETCTBYET OJ(HA 3alliCh, a CaAMHU 3allUCH CIEAYIOT B TOM JKE IOpSJIKE, B
KOTOPOM BBINIONHSINCh KOMaHIbl. O0beM M TepedeHb (PUKCHPYEMBIX MapaMeTpOB B OOIIEM cliydae
OTIpeNieNsIeTCsl HCXOIS U3 eNiel, B KOTOPBIX JaHHas Tpacca OyIeT HCIOIb30BaThCS.
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Hanmenbmme BO3pakeHHS BBI3BIBAET 3aKIIOYMTENbHAs YacThb METOIMKH HCCICNOBAHUS —
BOCIIPOM3BEACHHE CXEM NPEACKa3aHus epexoJ0B U aHAIN3 pe3ysibTaToB. Kak mpaBuio, mist 3TOH 1ein
UCTIONB3yeTCs Kakas-Iu00 U3 MyOJMYHO JOCTYIHBIX HHQPACTPYKTYp MOJEIHpOBaHMsA. [IpuMeHNTENBHO
K 3a7auye OLEHKH TOYHOCTH NPEACKA3aHUs NEPEeXOA0B HAHOOJBIIYI0 HOMYJIPHOCTh MOIydWa Cpena
SimpleScalar [1], x0T B HEKOTOPBIX UCCIIEAOBAHUSX HCIIONB3YIOTCS U IPYTHE BapUAHTEHIL.

2. IIpo6JiemMbI TPace MPOrpaMMHBIX MPHJIOKEHHI

I'maBHBIe MPOOGIEMBI CBS3aHBI C TPAcCaMU IMPOTPAMMHBIX NPHIIOKEHUH, CIy)KalllUMH HCXOJHON
6a3oil I mocnexyromux BeIBOAOB. OCHOBHOH BONPOC 3[1€Ch — IPEACTaBUTENBFHOCTh TPACCHI, T.€. B
KaKoi Mepe pe3yJbTaThl, MOJYyYCHHbIE HAa OCHOBE STOH TPacChl, MOTYT CIYXXHTh OCHOBAaHHEM JUIS
NPUHSTUS peleHus: 00 3(PPEKTUBHOCTH TOrO0 WIM MHOTO alllfOPUTMA MpeICKa3aHus Nepexoaa s BeexX
BO3MOXKHBIX IPOTPAMMHBIX TPIIIOKEHHH. OTMETHM, YTO AJsl TaKOH IOCTaHOBKH BOIPOCA HWMEIOTCS
JIOCTATOYHO BeCKHe OCHOBaHU. [lommbITaeMcs CHCTEMaTH3HPOBATE OCHOBHBIC BO3PAKEHUS, CBA3aHHBIE C
9TOH YacThIO METOIMKH HUCCIIEIOBAHMS.

Bo Bcex ymoMuHaBIIMXCS HCCIEJOBAHUSAX OTMEYAETCS, YTO IOTyYaeMbIe MMOKA3aTeIH TOYHOCTU
MpeJCcKa3aHus, IMOMHMO IPUMEHSIEMOTO AITOPUTMAa IPEICKa3aHMsI, B HEMEHBIICH Mepe 3aBHUCAT OT
XapakTepa MpHUIOKEHHs, Tpacca KOTOPOTO BBICTYIIAET B KAaueCTBE MCXOJHOM 0a3bl JUIl SKCHEpHMEHTA.
I[Tpu pa3paboTke HOBBIX MPOLIECCOPOB (32 UCKIIOUEHUEM CIELUAIM3UPOBAHHBIX) HE OrOBAPHBAETCSl, YTO
JAHHBIA TPOLIECCOp MPEAHAa3HAYEH TOJIBKO IS OIPEAEICHHOTO Kilacca MPWIOKEeHNH. DTO 03HAYaeT, 9To
3aKJIaJbIBaEMbIli B MPOLIECCOP MEXaHM3M Ipe/CKa3aHusl JOJDKEH JaBaTh JOCTaTOYHO «XOPOIIUE»
Ppe3yJIbTaTbhl HE3AaBUCUMO OT BBIIIOJIHACMOTO ITPUIIOKCHUA. C stux HO3I/ILII/II>1 €CTb OCHOBAHUSA TI'OBOPUTD,
KaK MUHIMYM, O IIATH KJIaCcCax MPOrpaMMHBIX MpHUiIokeHui [4, 8]:

e INT — npusnoxeHus, CBI3aHHbIE B OCHOBHOM C II€JI0YMCICHHBIMH BBIYHCICHHUSIMUY;

e FP - mnpumoxeHus, rae OCHOBHYI BBIUHCIHTEIBHYIO HArpy3Ky cOCTaBiseT o0paboTka
BEILIECTBEHHBIX YHcel (drcel B popMe ¢ IIaBaromiei 3arsiToil);

e MM — mpuioXKeHus, KOTOphIe MOKHO YCIIOBHO HAa3BaTh MyJIbTHMEIWHHBIMUA (paboTa ¢ BULEO-
u ayonHdopmarmen);

e SERV — cepepnbie mpuioxxeHus (Hanpumep, WEB-npunoxenws);

e COMM - komMepueckue NPUIOKEHUs (Hanpumep, 3alaud, CBS3aHHbIE C OAHKOBCKUMHU
TpaH3aKIHSIMH).

Kak mokasano B [4, 8] craTHcTHYeCKHe TOKa3aTeNn MPOIECCOB, OOYCIOBICHHBIX MEPEXOAaMu B
nporpamMmax, mjisd pasjivdHbIX KJIIaCCOB npnnon(eﬂm‘/i CYIECTBEHHO OTJIWYAIOTCA, 4YTO BEACT U K
PacXOXKACHUIO OLEHOK TOYHOCTH MPEICKa3aHus IJIs OJHHUX U TeX )K€ allTOPUTMOB MIPECKa3aHUS.

B mopanstomeM OONBIIMHCTBE MCCICIOBAHWN MPUMEHSIBIIHMECS TPACCHl TMPEICTABISIINA JTUIIb
knaccel INT u FP. Haubounee 9acTo HCHOIb30BaIMCh TPACCHI MIPOTPaMM, BXOSIIUX B Pa3IMYHBIC BEPCUH
tectoBbix nakeToB SPEC, B wactnocTu, maketroB SPEC 89, SPEC 92, SPEC 95 u CPU2000. Mnoraa 3a
OCHOBY Opanmch Tpacchl Ipyrux mporpamMm. Tak, B pabore [l1] mCmonp30Bamich MIECTh TECTOBBIX
mporpamM, HamucanHbIX Ha s3bike @oprpan (ADVAN, GIBSON, SCI2, SINCOS, SORTST, TBLINK).
H3BecTHBI CJIydan UCIIOJIb30BaHHA HMHBIX IMAKETOB TpacC, HO U OHH, KaK IPaBUJIO, TAKXKC MPEACTABJIAIOT
knacceel INT u FP. XapakTepHo, 4TO Aake€ B paMKaX TaKOW «y3KON» IOCTAHOBKM 3aladyM IPOSBISETCS
OouibIIasi 3aBUCUMOCTh PE3yJIbTaTOB OT XapakTepa TOW WJIM WHOW aHaJM3upyemoil nporpammsl. Boiee
TOTO pas3jinivd B MOJYYa€MbIX OLHCHKax OLIYTUMBI U B paMKax HpHJ’lO)KeHPIﬁ, OTHOCUMBIX K OJHOMY U
ToMy ke Kiaccy, Hampumep, INT mmm FP. Kak omHy u3 mombelTok Ooiiee KadueCTBEHHOTO ydeTa
0COOEHHOCTEH MPOTPpaMMHBIX TPHIIOKEHHH, OTHOCSIIUXCS K pa3HBIM KJaccaM, CIIeAyeT YIOMSHYTH
unnipatuBy Championship Branch Prediction (CBP) [5]. 3neck wuccnenoBaTtensiM NpemiararoTcs
MOJITOTOBJICHHBIE OpraHu3aTopaMu Tpacchl 20 peasbHBIX NPOTPAMMHBIX IMPHUIOKEHHH COBMECTHO C
HHPpacTpyKTypoit MonenupoBanus. [Ipunoxenuns npencrapisioT 4 xmacca (INT, FP, MM u SERV) u
pa3OuThHI Ha TPYIMIILI 10 5 Tpacc B KaXJ0M Kiacce. [lepBble Be IpyImnbl — 3TO TPACCHl Uil OEHYMapKOB
SPECInt u SPECfp, HO 0e3 yTOYHEHHs, Kakhe W3 IMpOorpaMM OBUIM BBIOpaHBI W3 BO3MOXKHBIX 26
nporpamM. J[Be ocTaBIIMecs TPYIIIBI IPEACTABISIOT IPOTPAMMBI, XapaKTEepHBIE ISl MYJIbTHMEIUHHBIX 1
CEPBEPHBIX MPIIOKCHHUN, Takke Oe3 ykasaHus HcrouHuka. Kaxkmas Tpacca coaepxuT mopsaka 30
MWJUTMOHOB KoMmaHn. Kak mokasanmm ucciienoBanus [8], CTaTUCTUYECKHE TOKA3aTed B 3HAYUTEIHLHOMN
Mepe 3aBUCST OT XapaKTepa IpHiIoKeHuH (puc. 1).
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Puc. 1. Cratuctryeckue jaHHbie 1o TpaccaMm CBP: a — KOJIMuecTBO KOMaH]I yCIOBHOTO TEPeX0/ia, KOTOPhIE B XO/1€ IPOTrPaMMbI
BBIIOJIHSIIUCH JIMIIB OJHOKPATHO; 6 — KOJIMYECTBO KOMAaH[, IPUXOSAIINXCS HA OJJHY KOMaH/y [epexo/a;
B — JIOJIsl KOMaH]| YCIOBHOTO IIEPEX0/1a, 3aBEPIIUBIIMXCS MEPEX010M [8]

Bropas mpoOnema, Kacaromascs Tpacc, CBS3aHa C TpPYIOEMKOCTbIO HX (popMHpOBaHMSI.
Heo0xoauMeIMu U151 3TOTO pecypcamMy OOBIYHO 00JIaAI0T Wb (GUPMBI, 3aHUMAroIInecs pa3paboTKON
TIPOLIECCOPOB, a MPOYMM HCCIIEIOBATEISIM IPUXOUTCS 0a3MpOBATHCS HA TPACCax, JIOOE3HO MPeI0CTaBISIEMBIX
paspaboTunkamMu. B 3THX yCIIOBHSIX Tpacchl, UCIONb3yEMbIe B Ka4eCTBE MCXOAHOW TOYKH JJIsI OLEHKU
TOYHOCTH TIPEJICKA3aHUS TIEPEX0I0B, HECYT B ce0e 0COOEHHOCTH CUCTEMbI KOMAaH/I IIPOLIECCOPOB (PUPMBI,
MPEOCTABUBILICH TPACCHI, & TAKKE ONEPAIMOHHOW CHCTEMBbI, MPUMEHSEMBIX KOMIHISTOPOB, CPEIbI
MOJICITUPOBAHHS U JPYTHX (HaKTOPOB, XaPAKTEPHBIX ISl JaHHOH GupMbl. B yacTHOCTH, OOJBIIMHCTBO U3
MPUMEHSIEMBIX TpPacC OPUEHTHPOBAaHBI Ha Mporeccopbl Tuma 80x86. B 3THUX yCIOBHSIX OOCTaTOYHO
TPYIHO OLEHUTb, HACKOJBKO BBIBOJIBI, OyUYEHHbIC HA OCHOBE TAKHX TPACC, OYIyT BCEOOBEMITIOIIINMH.

Hawubosibliiee coMHEHHE BBI3BIBAECT HMCIIOJB30BAHUE B KayecTBe KpUTepHsi dP(PEeKTHBHOCTH TOTO
WIM HMHOTO METOJia NpEJACKa3aHusi IePEeXO/0B CpEIHUE 3HAYEHHs TOYHOCTH, MOJYYEHHbIE B XOJE
UCCJIEOBaHUH. DTO HaxXOAWUT CBOE OTPAKEHUE B OOJBIIMX Pa3IMYMAX CPEJHHUX 3HAYEHHH TOYHOCTH,
TIOJTyYEeHHBIX JUISl OHHUX U TEX XK€ aJlrOpUTMOB Tpesckasanus. Ckopee BCEero, Takoe pasiinyne 00yCIIOBIEHO
BBIOOPOM HCIIONIB30BaBIINXCS Tpacc. bosiee 00BEKTHBHBIM IOKA3aTENIeM MOKHO CUMTATh MHUHUMAJIbHBIC
W MaKCUMajbHbIE 3HAYCHUS TOYHOCTH TMPEJCKAa3aHUsl CPEAM BCEX OIYOJIMKOBAaHHBIX PE3yJIbTOB
uccnenoBanunid. Takas uHpOpMAIKs, MOYESPIIHYTAs ABTOPAMU U3 JIOCTYIIHBIX HCTOYHHKOB, IIPUBECHA HA
puc. 2.

T 39,009 [T e 190.40%  (45)
NT | 200% | 71,64% (39)
BTFNT 35,02% (I 199,20%  (36)
OPCODE 3,00% [ |99,40% (15)
s FT 69,50% I 85,52% (10}
= 1BIT (15)
2 2BIT 70,00% [ (40)
S GAg (26)
@ GAp (16}
2 GAs 86,60% 771 92,43% {10)
g PAg 83,91% ] 94,54% (29)
= PAp 87,25% [ 7195,23% (21)
§ PAs 88,08% [T7] 92,76% (10)
SAs 84,06% [ 19147% (8)
Gshare 46,00%| 184,88% (50}
Gselect 88,59% [ 92,59% (6)
BIMOD+GSH 90,00% 71 95,20% (19)
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

TouHOCTL NpeacKkasaHns

Puc. 2. [luana3oHsl TOYHOCTH IPEACKA3aHUS s PA3IHIHBIX aITOPUTMOB (IO OIIyOIMKOBAHHBIM Pe3yJIbTaTaM HCCICIOBAHUI)

Ha puc. 2 ucrmonb30BaHbl OOMICTIPHHATEIE 0003HAYEHHS aJITOPUTMOB TIpecka3aHus. B ckoOkax
yKa3aHO KOJNHMYECTBO TPacC, HAa OCHOBAaHMHM KOTOPBIX ITOJYYSHBI COOTBECTBYIOIIHME ITOKA3aTEIIH.
[IpuBenenusle rpaduky, ¢ OXHOH CTOPOHBI, MOATBEPKIAIOT AOCTATOYHO OYEBHIHBIC NPEIIIOJIOXKEHHUS,
HalnpuMep, o 6osee BHICOKOH 3((GEKTHBHOCTH ANHAMHYECKHX METOIOB NPEACKA3aHHA 110 CPAaBHEHHIO CO
cratnueckumu. C Apyrod CTOPOHBI, OHM HJUIIOCTPHPYIOT HEBO3MOXKHOCTH OJHO3HAYHOTO BBIOOpA
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Hawity4uiero aaropurma. OTMETHM, YTO OIyOJIMKOBaHHbBIE JAHHBIE XapaKTEPHBI JHLIb ISl TPACC KIIACCOB
INT u FP (6e3 nuddepennmanun nociaeqanux). Bo3sMokHO, 4TO B cirydae yuera Tpacc, XapaKTepPHBIX IS
OCTaJIbHBIX KJIAaCCOB, PE3YJIbTaThl MOTYT CYILECTBEHHO BHIOU3MEHUTHCA. JTO KOCBEHHO MOATBEPKAAIOT
BEIBOJIBI, IPUBEICHHEIC B [4, §].

3. CuHTE3 CHHTETHYECKHUX TPaCC

Pestomupys ckazaHHOE, MOKHO KOHCTaTHPOBATbh, YTO IIPHU COXPAHEHUU OOLIETIPUHATON METOANKU
WCCIICIOBAaHUN TPYIHO OXHAATh OOJiee WIM MeHee OOBEKTHBHON OICHKH Y(PQPEKTHBHOCTH TOTO HIIH
MHOTO MeToJia MpejcKa3zaHusi repexonoB. [Ipexne Bcero moipkHa OBITH pelieHa TpodiiemMa Tpacc,
HCIOJIb3YEMbIX B KaUCCTBC OTHpaBHOﬁ TOYKH HCCﬂeﬂOBaHHﬁ.

B kadecTBe BOZMOXHOTO cIioco0a perieHus 3Toi MpoodaeMsbl MpeyiaracTcsl KOHIENTYaIbHO HHOM
noAXoJ K (OPMHUPOBAHMIO HCXOMHBIX MAHHBIX JUISI MOJCIUPOBAaHUA PAa3IMYHBIX AJITOPUTMOB
npexackasanus. [Ipeanaraemast uuest O6aM3Ka K Haee CHHTETHYECKMX OCHUMApKOB, IIe pOJb padoueii
Harpy3Kd TIpH OLIEHKE IPOM3BOANTEIBHOCTH BBIYHUCIUTENBHBIX CHCTEM MWIpPaeT CMeCh KOMaH],
CTaTHCTHYECKH MOAO0OHAsT PeaIbHBIM MPOTrPaMMHBIM NMPHIOKEHUAM. [10 3T0H IMpHUYMHE aBTOPBI PEIIIIIH
YCIIOBHO Ha3BaTh IPEAJIaracMblii MOAXOJ METOIOM «CHHTETHYECKon» Tpacchl. Cpa3dy OroBOpuM, YTO
Uziesl pacCcMaTpUBACTCs JIMIIb KOHIENTyaabHO. OcyIecTBIEHHAs NMPaKTHYECKas MPOBEPKa IO3BOJISET
JIeTIaTh TOJIBKO IPEIBAapUTEIbHBIE BHIBOBI O IPABOMOYHOCTH HICU U €€ PEAIN3yEMOCTH.

CyTp mozmxosna CBOAUTCSA K TOMY, YTO BMECTO TPAacChl PEAbHOTO IMPOTPAMMHOIO HPHIIOKEHHUS
UCTIONB3yeTcs (hailn «CHHTETHYECKOI» Tpacchl. [ TaBHAast 0COOEHHOCTh «CHHTETHYECKO» TPacChl COCTOUT
B TOM, 4YTO OHa (bopanyeTc;I ucxonad M3 CTATUCTHYCCKUX JAaHHBIX, MOJYYCHHBIX MNYTEM aHalIn3a
BBIOpPAaHHOW COBOKYITHOCTH peajbHBIX Tpacc. BbIOOp Takoil COBOKYMHOCTH MOMXET OBITH NPOU3BEICH
UCXOJsl U3 COOOpa)XeHHMH IPeNICTaBUTEIBHOCTH, TO €CTh TOI'0, B KaKOW CTEIeHM JaHHBIH HAabop Tpacc
CIOCOOEH TPENCTAaBUTh BECh CHEKTP BO3MOXHBIX IMPOrPAMMHBIX HPHIOKEHUH. BakHBIM MOMEHTOM
3/IeCh SIBJISIETCS TO, YTO CPEIHECTATUCTUYECKUE JaHHBIE CIIEIyeT MOJy4aTh HE OCPEACHHEM JaHHBIX 110
OTAEIBHBIM TpaccaM, a IyTeM HaKOIUICHHWS 10 BCEM TpaccaM COBOKYIHOCTH Tpacc. VIMEHHO Takoi
MOAXOJ] JaeT OCHOBAaHWE CUYMTaTh CO3/1AaBAacMyI0 [0 3THM JAHHBIM «CHHTETHYECKYIO» Tpaccy
MIPEACTaBUTENbHOM.

B neiicTBUTENBHOCTH, «CHUHTETUYECKYIO» TpacCy JIMUIb YCJIOBHO MOXHO Ha3BaTh Tpaccoil. Ha
camoM Jienie 3TOT (paiiin mpeacTaBiIsieT co00i CTaTUCTHYECKUI aHAIOT IPEACTaBUTEIHHONH COBOKYIMHOCTH
peanbHBIX MPOrpaMMHBIX NpHUIOKeHHH. Ha mpakThKe «CHHTETHUYEecKas» Tpacca MpPEeACTaBIsIET coOOi
MaCCHB 3anuceil GUKCUPOBAHHOM IJTUHBI, TI€ KaX1asl 3alIUCh COOTBETCTBYET OJHOM KOMaHJIE, CBSI3aHHOM
¢ mnepexonoM. OOIee KOJMYECTBO 3alUCEd ONpeNelNsercss MCXOAs M3 HMMUTHPYEMOrO KOJHYeCTBa
BBITIOJIHACMBIX KOMaHA U CTaTUCTUYCCKU OMPCACIICHHOI'0 KOJIMYECTBA KOMAaHA, MPUXOAAIINXCA Ha OAHY
KOMaH/ly Iiepexoja. 3amuch COCTOMT M3 HECKOJIBKMX MOJeH, O0TOOpaXkaloluX —OIpeaeIeHHbIe
XapaKTEepPUCTHKH, MMEIOIINE 3HaYeHHWE NPH HCCIEIOBaHWM AJITOPUTMOB NporHo3upoBanus. Ilo cBoeit
CTPYKType OHa OJHM3Ka K TOH, YTO HMCHONb3yeTcs: MpHu Kommpeccuu (aitnos tpacc [2]. [lockonbky B
HacToAMIeH paboTe JaeTCs JIMIIb KOHLENTYaIbHOE N3JI0KEHHE UIEH, TO B IEPBOM IIPUOIMKEHUN MOXKET
OBITH MpeIoKeHa CIeYIOIAsi CTPYKTypa 3aIliCH «CHHTETHIECKO» Tpacch (Tadum. 1).

TABJIULIA 1. CpaBHeHHE TOYHOCTH IpeICKa3aHUs, IIOIyICHHOH Ha OCHOBE «PEaIbHBIX» H «CHHTETUUECKHX» TPAcC

ITone Pa3zmep B

Oaiitax
Anpec KOMaH/Ibl Iepexoa 4
AJpec TOUKH mepexoaa 4
KonndecTBO NOBTOPHBIX UCIIOJIHEHUH KOMaH bl 1
KonnyecTBo MCIOJIHEHUH KOMaH/Ibl, 3aBEPIIMBUIMXCS IEPEX0JI0OM 1
Tur koMaH 1l (6€3yCIIOBHBIH EPEX0/1, YCIOBHBIM IIEPEX0/l, BBI30B MOANPOTrpaMMBbI, BO3BpAT U3 1
TIOJINIPOrPaMMbl)

[TpuBeneHHBI TIEpeYeHb HA B KOCH Mepe Helb3s CUMTATh HcueprbiBaroiiM. C ydeToM 0coOeHHOCTEeH
MPEAUKTOPOB BO3MOXKHO H00aBICHHE IPYTUX TOJIEH.

OCOOEHHOCTh «CHHTETHYECKOW» Tpacchl COCTOMT B TOM, YTO MPU €€ CO3IaHUH BCE MOJIS
3aIOHSIOTCS AaBTOMATHYECKU CIyYaiHbIMU YuciamMi. DOPMUpPOBAHHE 3TUX YUCEN ISl KaXIOrO IMOJIs
MPOU3BOJUTCS, UCXOAS U3 CTATUCTUYECKUX XapaKTEPUCTUK COOTBECTBYIOILETO MapaMerpa, MoJTyuYeHHBIX,
KaK y)e OTMeyalloch paHblle, B IMPOIECCe aHalKM3a MPEACTABUTENILHON COBOKYITHOCTH «PEaIbHBIX)
Tpacc. Kpome TOro, nmpu HaJM4MM COOTBECTBYIOIEH CTATHCTHKH BO3MOXKEH YUET U KOPPEISIIMOHHOMN
CBSI3M MEXy KoMaHamu nepexozos [10].
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4. Baauaanusi npeajiaraeMoro mojaxoaa

B xo/e mpoBepKu MpaBOMEPHOCTH M PEATM3YEMOCTH IIPEUIaragMoro Mmoaxoaa ObLIO MPOBEICHO
MOJICIUPOBAHIE HECKONBKUX METOIOB IIPEICKa3aHUs MEPEXOA0B C HCIOIB30BAHUEM «CHHTETHYECKOM
Tpacchl. Pe3ynbraTsl MOICIMPOBAaHUS CPABHUBAIKCH C OMYOIIMKOBAaHHBIME PE3YJIbTATAMU HCCIICIOBAHMMA
Ha OCHOBE TpacC pEIbHBIX MPOTPAMMHBIX TpMIOKeHHH. /[t oOecrmeueHHus COMOCTaBUMOCTH
pe3yJIbTaTOB «CHHTETUYECKUE» TpPacchl (HOPMHUPOBAIUCH HCXOAS W3 CTATHCTUYCCKOW WH(pOpMAIUH,
MOJyYCeHHOW B TEX HCCIENIOBAaHMUAX, C pPE3ylbTaTaMH KOTOPHIX NPOBOIMIOCH CpaBHEHHE. BBumy
CTaTUCTHYECKON SKBUBAICHTHOCTH MCXOJHBIX JAHHBIX B KAYECTBE KPUTEPUS OBLIO MPUHITO BO3MOKHBIM
HCTIOJIB30BaTh CPEIHIOI TOYHOCTD MpeICcKa3aHus. Pe3ynpTaTel MOAETNPOBAaHHS IPUBEACHBI B Ta0M. 2.

TABJIMLIA 2. CpaBHEeHHE TOYHOCTH NPECKa3aHMs, TOJTYYCHHONH HA OCHOBE
«PeaNbHBIX» U «CHHTETUYECKUX» TPacc

Meton CpejiHee 3HAYEHHE TOYHOCTH TIPECKa3anust, %o
npecKa3anme «peanbHbIeY
«CHHTETUYECKUE» TPACCHI
MEPEXO0JI0B Tpaccel
T 65,00 66,39
OPCODE 75,00 76,22
BTFNT 65,00 64,32
2BIT 92,00 91,38
GSHARE 97,00 94,49
GAp 93,50 91,53
GAs 94,85 92,15
PAg 96,50 95,91
PAp 97,00 96,57
PAs 94,17 93, 14
Bimod Gshare 97,50 96,07

Kak BUIHO, B MOMYYCHHBIX PE3YNbTaTaX COXPAHSIOTCS OCHOBHBIC TCHICHIIMH, BBISIBICHHBIC TIPU
WCIIOJNIb30BaHHUM TPAcC PEATbHBIX MPUIIOKEHHUH, M 3TO JIaeT OMpelieNieHHOe OCHOBAaHUE CUUTATh MPEIIOKEHHBIN
MIOJTXO/1 OTIPABIaHHBIM.

5. HpeHMyllleCTBO npeajgaraeMoro moaxojaa

B 3akmroueHHe OTMETHM eIe OJHO NPEUMYLIECTBO «CHHTETHYECKHX», Kacaroleecs OOJBbLIOro
o0beMa (haiiiioB, MPEACTABIMIONIINX «peaibHbIE» Tpacchl. Kak Mokas3bIBaeT MpakTHka, 0ojee 00bEeKTHBHYIO
KapTHHY MOXXHO IOJYYHUTh TOJBKO IPH aHAIM3€ HPHIOKEHUH, T1e KOJIMYECTBO BBINOIHIEMBIX KOMaH]
JOCTaTOYHO BEJIMKO. JT0, 6€3yCIIOBHO, OTPUIIATEIBHO OTPAXAeTCs Ha pa3Mepe Tpacchl U ee aHanuse. [
COKpaIieHus paMepa (paiiioB Tpacc MHOTIA MPUMEHSIOT Pa3IMYHbIE METOABl Kommpeccuu [2]. B atom
TUIaHEe «CUHTETHYECKas» Tpacca aHaJOTUYHA «CKAaTOW» peallbHOH Tpacce.
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UCCJEJTOBAHUE PEHIEHU MAPAMETPUYECKHX 3AJIAY
OIITUMAJIBHOI'O YIIPABJEHUA C OCOBBIMUA YHACTKAMUA
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Unemumym mamemamuxu HAH Benapycu,
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PaGora mocBsillleHa HMCCIIENOBAaHUIO CBOMCTB pELICHUH JIMHEHHO-KBAJAPATHYHBIX 3aJad B OKPECTHOCTU PETYJISPHOrO
napaMerpa B Cllydae, KOTJa ONTHMAIbHOE YIPaBICHHE MMeEeT OcoOble ydacTKH. II0Ka3aHO, 4TO €CM M3BECTHO PEIICHHE MpU
(DMKCHPOBaHHOM 3HAYEHUH PETYJSIPHOIO IIapaMeTpa, TO IPH ero MajoM H3MEHEHHH CTPYKTypa peIIeHUs He H3MEHSeTCs, a
HAXOX/ICHUE PCIICHUII BO3MYIICHHBIX 3aJa4 CBOJAMTCS K PEIICHUIO COOTBETCTBYIOIIMX CHCTEM HEIMHCHHBIX YpaBHEHUH,
KOHKPETHBII BHJ KOTOPBIX OIPEAEIsieTcs CTPyKTypoil. TeopeTndeckue pesyibTaThl OATBEPKACHBI YHCICHHBIM 9KCIIEPHMEHTOM.

KiwueBble cioBa: BO3MYIIEHHBIC 3a/1a4y, ONITUMAJIBHOC YIIPABJICHUE, 0cobbIe y4acTKu

1. Beenenne

B nacrosimiee BpeMs MccienoBaHUSI CBOMCTB PELIEHUH MapaMeTpUUYECKUX 3ajady ONTHUMAalbHOTO
ynpasienus (OY) SBIAIOTCSA MPEIMETOM aKTUBHBIX HUCCIIEIOBAHUHN, TIOCKOJIBKY TaKHe 3aa4i BO3HUKAIOT
BO MHOTHX IPWIOKEHHUAX, B TOM YHCJIE€ B TaKMX OOJIACTSIX, KaK JKOHOMHKA, MEIWIIMHA, SACepHAas
SHEepreTuka, poOOTOTeXHWKAa W np. MHpopMamus o 3aBUCHMOCTH pEIICHHH 3amad OT MapaMeTpoB
MO3BOJISIET OCYIIECTBUTH OBICTPYIO KOPPEKTHPOBKY ONTHMAIFHOTO YIPABICHUS IIPH MaJIbIX U3MEHEHHUAX
napamerpa. Taxke CBONCTBAa pELIEHUH NapaMETPUUYECKUX 3aJad HCIHOJB3YIOTCA Ul IOCTPOECHMS
yIpaBieHUi THNa OOpaTHOW CBSI3W TIPH YHPABJIEHHH AMHAMUYECKUMH CHUCTEMaMHU C HEOIpelesIeH-
HOCTSIMH. Takue 3aJayd UCCIIEOBAIUCh aBTOpPAMM paHEe, HO HCXOJs W3 MPEAMNOJIOKEHHUS, UYTO
ONTUMAJILHOE YIIPABJICHUE SIBIIACTCS peiieiHbiM [1, 2]. B maHHO# paboTe momycKaeTcs HaMYUe OCOOBIX
Y4aCTKOB.

2. ITocTaHoBKa 3a1a4u

B xmacce msmepumeix ¢byHkimit u(t),t €T =[0,7,] paccMOTpUM CeMeiCTBO MapaMeTpUYECKHX

33/1a4 ONTUMAJIBHOTO YIPABJICHUS 00(6‘) ,c€ekE (6‘0) :

%J:xT (1)D(g)x(t)dt — min,

00(g): {x(t) = A(e)x(t) + b(e)u(t), x(0) = x,(&), (1)
H(e)x(t,) =g(&), ()| <1, teT,

rae & — napamerp cemeiictea, E(g,)=[&,—0J,6,+0], &, — duxcuposannoe uncino, 0 >0 —
JocTaTouHo Manoe umcio; X = X(f) — 7 -Bektop cocrosuus, U =u(t) — ckanspHOe yNpaBIeHHUE;
D(e)=D"(£)20, A(e)eR"™, b(¢)eR", H(g)eR™, x,(&)eR", g(e)eR" -
3a71aHHbIe I0CTATOUHO Tiaakue Gynkunn mapaverpa &, b’ (£,)D(&,)b(g,) # 0.

Jlist PMKCHPOBAHHOIO 3HAYEHUs apamerpa & MHOHATHs pomyctumoro U, (-) = (u L(),teT ) u

OITHMAJILHOTO ug )= (ug (t),teT ) yIpaBleHuii B 3anaue OO(é‘) BBOJATCS cTafapTHo [3]. Ilpu
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e=¢&, samauy 0OO(g,) Oymem HasbBath Heeosmywennot 3amadeit. 3amaun  OO(E) mnpm

cek (80) \ &, OyleM Ha3bIBaTh 603MYUJeHHBIMU.

Bynem cuntath, 4TO 17151 HEBO3MYIIEHHOH 3aJja4y BBIIIOIHSAETCS CIICIYIONIEE.
Mpeanonoxenne 1 (o6oomennoe yciaosue Cueiitepa). Cymectsyer uucio O > 0 Takoe, uto

ans mro6oro sektopa Ag € R™,

Ag” <0 maiinercs Takoe ynpasnenne U, (-), pH KOTOPOM BOMb

HEro u COOTBGTCTByIOH.[Cﬁ E€MY TPAaCcKTOPHUH )Cgo () BBIIIOJTHAKOTCA COOTHOIICHUA

u, (D1, teT, H(g)x, (1) =g(5)+Ag.

ITycTs 3amaya (1) peruena i1 HEKOTOPOro (PUKCHPOBAHHOTO 3HAYEHMs MapameTpa & = &, . Tpebyerca
naittu pemene samay 00(g), & € E (&,) , MCIIOIB3Y M3BECTHOE PELIEHUE 321a4N 00 (&)-

Wccnenyem caofictea pemennii samaun  OO(€) npu duxcuposanHoM &. Jlis 5Toro
ChOPMyJTHPYeM HeoOX0aNMbIE ONpeienerns n 06osnadenns. Ipeanonoskim, uto sanasa QO(&) nmeer
pewenue. [Ipu puxcuposannom & € E(&,) cnpasennus [4, 5].

Hpramun Makeumyma. [Tycts Bemonmsercs npemonoxerne 1 u o (+), Xo(-) — onTumanmbHsie
ynpasienue n tpaektopus sazaun OO(€). Toraa cymectsyer takoii m-sexrop (&), uto Boms

0 y
pewenns Y, (), t € T, conpsskeHHOH cHCTeMBI

y(1)=-A" (e () + D(e)x, (1), y(t)=H'(£)y(e), 2)

BBITIOJIHAKOTCSA COOTHOIICHUA

v (O)b(e)u'(t) = max v (O)b(e)u, teT. 3)

PaccMOTpHM ONTHMANbHOE YIpaBIcHHE ug() 1 COOTBETCTBYIOIIYIO €My TPacKTOPHIO xg()
samaun (1). O6o3nauum uepes (&) mHuoxkectBo Beex BekTopoB (&), ynosneropstomux (2)—(3).

BriGepem oaun u3 Bektopos (&) € Q(£), maiinem cootserctsyiomee emy pemenne . (¢),t € T,

CONPSDKEHHOI cucTeMBbI (2) M TOCTPONM (DYHKIHMIO IEPEKITIOUEHHS
T
A=y () b(s), teT. 4)

10
O6osuaunm ¥/ (&) =y, (0).
U3 npuMHIMNA MakcUMyMma CIeAyeT, 4TO ONTHMANBHOE YIpABIEHHE OyJeT yIOBIETBOPATH
COOTHOIIEHHSM

ul(t) =sign A (t), ecin A, (t)#0, ul(t)e[-1, 1], ecm A (t)=0,teT.

CJ'[GZIOBaTeJ'II)HO, OINITUMAJIBHOC  YIPABJICHUC, B O6III€M CIydac, MOXKET IMPUHHUMATL KakK

kputHyeckue 3HaueHuss + 1. BmecTe ¢ TeM MOTYT CylIeCTBOBaTh TaKkKe M y4acTKHM, IJI€ yHpaBJICHUE
JIKUT MEXKAY TPAaHUIIAMH. JTO 03HAYAET, YTO (PYHKIHMS MepeKioueHus (4) nMeeT N30JIMpOBaHHEIC HYIIH,
a TaKoKe CYIIECTBYIOT 0COOBIE YYaCTKH, Iie (PYHKIUS MePEKIIOUSHHI 00PaIlaeTcst TOKAECTBEHHO B HYJIb!

A)=0,teT(e)=[r(e), 7' (e)|T, r,(e)<t' (), i=1,..,p(&).

3nece p(&) — xomuectso otpeskos 1, (&), rae GpyHKuus nepexirouenns 0GpaIaeTes TOKAECTBEHHO B

nymp. Jlanee Ges orpanmaenms o6mHOCTH GyeM cunats, uto 7,(£) >0, 77 (&) <1, .
O6osnaunv  wepes  1,(€), j =1,...,5,(¢), i=0,..., p(¢), usomuposanreie  wymn  ynxunu

MEPEKIIIOYEHHS, KOTOPHIE YIOPSIOYNM CIIEIYIOIINM 00pa3oM:
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T'(8) <t (&) <t,;,(&) <7, (&), j=L..,s(e)=1, i=0,.,p(s),
7°(6)=0, 7,,.,(6)=1,.

Bynem npexnonarars, uto p(€) <o, 5,(&) <o, i=0,..., p(&).

Ormetnm, uto ecmu p(£)#0, To ¢ yuerom npeanomoxkenus | MOXHO TMOKa3aTh, HYTO
|Q(8)| =1, napyrumu cnoBamu, CyIIECTBYeT eIMHCTBEHHBbIH BekTop (&), yMOBIETBOPSIONUIMIA
yenosusm (2)—(3). Jlanee Gynem cumrate, uto p(€)=1. Cnyuaii p(€) =0 (xorma ympaenenue
perneitHoe) uccieayercs o aHaJoruH ¢ [2].

p(e) )
Honow T,(&) = U[7,(£),7'()]. P(e) = {0,1,..., p(&)}:

0
Onpenenenne 1. 3uauenue napamempa & u onmumanvroe ynpaeienue U, () 6yoem nasvieamo

pecyaAAPpHbIMU, eCllU 6bINOJIHAIOMCA czzedyiouwe COOMHOULeHUA.

(&) .
A 0)%0, A(L)#0, [0 <1, re Uz (). ()] )

oA, (D)
ot

0, relt,(6), j=Luns(8), i=0,..,p(s)}.
Mooy 1,(€) = u®(z'(£)+0), i € P(&). PaceMoTpim COBOKYHOCTH APAMETPOB
S(e)={ p(e), L(¢), s;(¢), ieP(e) |,
0.(6)=1{1,(8), Jj=los,(5), i€ P(e), 7,(8), (&), i=1o,p(e) |,
O(e) ={0.(8), vy (&), ¥(e) }

Onpenenenne 2. Muoncecmsa S(€) u O(E) nasosem cmpyxmypoii u onpedensiowumu
onemenmamu 3adauu OO(€) coomeemcmeenno.

Jlanee Gyner mokasaHo, uto ykazaHHble MHOkecTBa S(&) u ©O(E) sBusioTCs KOHEUHBIM

0 .
HabOPOM JaHHBIX, 110 KOTOPOMY OJHO3HAYHO BoccTaHaBiuBaercs ynpasienue U, (-) sagaun OO(&) n

IMMPOBEPSCTCA €ro ONTUMAIbHOCTb.

3. CaoiicTBa peurennii nesosmymenubix 3agau Q0(&,)

IlycTs st HEKOTOpOro 3HaueHus mapamerpa & =&, 3amada OO(&,) nmeer omrnmanbHOe

peryIapHOE yIpaBIcHUe ugn () co cTpyKkTYpOii M ONPENENAOUIMMY SIEMEHTAMU
S(g,) =1{ p(s,), L(sy), 5,(&,), i€ P(s,) . (6)
0.(5)=0; = (7)
{ty.(go) =1, ) =Ls(8), i€ P(&), 1,(8)=7], T'(,) =7", i=1..,p(&) },
0(5,) = 0" ={0,(5,), ¥, (&), ¥(5,) }.

Honoxnm, p = p(g,), P=P(g,), s, =5,(5,), L. =1(5,), i€ P,

S, ={0pss, +1} i=lowp—1, Sy={Ls,+1} S, =105, | (8)

l

48



Applied mathematics and mathematical physics

CornacHO NPUHLUILY MaKCUMyMa HMEeM:

u, (1) =(=V'1, telt, .1, j=0,..,5, i€P, 9)
A, (0)=0,tefty, j=l..s,ieP}, A, ()=0,te[z, 7", i=1..,p.

3mech u ganee OyIeM CUUTaTh, 9TO:

to(e)=7'(8)+0, £, . (6)=7,,(6)-0, i=0,.,p(s).

TO)KI[CCTBa n3 (9) SKBUBAJICHTHBI COOTHOLICHUAM
R, )= (1) Ae,)~xL (1) D(&,)) A(g,) ble) +
(b7 ()’ () + 22" ()47 (£,))D(e)b(,) =0, te[z0,7],

A, (7} +0)=0, A, (z°-0)=0, i=1,...p.

Orcrona

ul (1) =a" (e )x (1) +b" (e, (1), te[z,7"], i=1..,p,

rae

by LA @) V(@A (©)D(E) b (©)D(e)AE)

b (£)D()b(g) b7 (£)D()b(¢)

X, (0)

o , t €T . VuuTsBas npMBEICHHBIE
v, ()

BBezieM pacIIipeHHslii 271 -BeKTOp COCTOSHHUS Zgo (t)= [

BBIIIE pACCYKAECHMNA, HECIIOKHO ITOKa3aTh, YTO

a) TPaeKTOPHsL Zgo (1), t € T ynosnetBopsier cnemyromeii cucteme nuddepeHIMATBHBIX YPABHEHHT:
' 0 40 . )
Z(t) — AO(gO)Z(t) + 7(50)(_1)111., t S [tlj, ti/"” [’ J = 0""’Si’ ie P
A*(SO)Z(t)’ t € [Tio’rio [J i = 17-.-5p

x(&y)
¢ HavanbhbM yciouem z(0) = ;
wo(&)

0
6) BIOIb TPaeKTOpHU Z, (¢), t € T BoImONHAIOTCS COOTHOIIEHHUS

H @)z, () - e, 1) = 05 (52 () =0, e, ieP. 10)
e

Ao(g):(g((g —A(;(g)j’ M‘f):(}zg -i(r?g)]’ H(S)Z[H(()g) gj
{8} o )

d(e) = A(e)+ b(e)a’ (e), B(e)=b&)b (). an
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4. CoiicTa pemenuii Bosmymennbix 3a1a4 O0(&) B OKpecTHOCTH peryJIsipHOro napamerpa

ChopmyHpyeM U JI0KaKeM TeopeMy, OMUCHIBAIOILYIO CBOHCTBA peleHuit uf () 3amau O0(¢),
g€ E(g,). Ucnonpsys obosHauenns (8), BBeAeM B pAacCMOTpPeHHE S, + S, +...+ s,+2p- u

Syt 8 +...+ S, + 2p + 71 + M -BEeKTOpHI IapaMETPOB
0, = { lis J=Llyss,, i€P, 7, T, izl,...,p} u®= {®*, Vo» y}.
O603naunm uepes z(0O,& | 1), t € T, tpaexropuio cuctemb

A)z+y(e) D1, telt,, t, [, j=0,.,s, i€P,

z= » ' (12)

Az telln.oL

xy(€)
¢ HavansHbM yciouem z(0) = :
¥
Beenem B paccmotpenne m+n+85, +5, +...+ S, + 2p - BEKTOP-(QyHKIIHIO
H(e)z(O,¢|t,)— u(e,
N L CE I CI .
B (&)z(0,¢lt), jeS,ieP

[omuepkneM, uto Bua Bektopa © n Bexrop-pynkunn V(0, &), a Takke ux pasMepHOCTH 3aBUCAT OT
napamerpos S;, i € P, u p, KOTopble Onpenensores cTpyKTypoii S(&,) M CUNTAIOTCS N3BECTHBIMH.
CripaBeuInBa clie/Iyrolias Teopema.
: 0
Teopema 1. Ilycts 3anata OO(&,) nmeer onmnmanbHoe perynsproe ynpasienue U, (+) co

CTPYKTYpoii (6) u onpexnemnsromumu d1emenTamu (7). Torma:
1) cyuiecTByeT eIMHCTBEHHAs HEMPEPbIBHAS BEKTOP-(PYHKIIMS

O(&) = {t,(6),j = Loss,, i € P, 7,(6), 7'(8), i=1lor p, Wo(&), ¥(&) |, (14)
y,I[OB.TIeTBOpHIOH.IaH COOTHOUICHUAM
Y(O(g),e) =0, e € E(g,), O(g, +0)=0"; (15)

2) wpn €€ E(g,) onmamamsnoe ynpasnenue () samaun OO(€) mmeer mocrosmmyio

CTPYKTYpY S (6‘) =S (6‘0) 1 HaXOJUTCs MO IpaBUILY

ug()=(D'1, telt(e), t,,(&) [, j=0,..s,, i€P, (16)

ul()=(a" ). B"(£)) 2(@(e).e]0). 1Oz (e).7 ().

rie 1,(6) =7'(8), 1, (&) =7,(8), ieP, °(6)=0, 7, ,(6)=t,.a2(0,5|1), 1T .~
penienue cucteMsr (12).

Jloxasatenberso. JlokakeM repsoe yTBepkaenne Teopemst. U3 (10) cnenyer, uro V(@ &)=0.
TokaskeM Terep, uto Matpuia Slkoou G = 0¥ (O, &,)/ 0O ypasueHuii (15) ABISETCS HEBBIPOKICHHOIL.
Jlns nanbHeHumx uccnenoBanuii BeeieM obosnavenns. Iycrs D (&,4,7) n O, (&,t,7), t > 7 —

dynnamentanbuble Matpunbl pemenuii cucrem z=Ay(€)z n zZ=A,(€)z coorsercTBenHo.

D), t,7)=D,(&,t,7)=0npu t <7, D, (&,1,t)=D,(&,t,t)=E.
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Torna pemenne z(0,&|t), t €T, cuctemsl (12) MOKHO NPEACTABUTH B BHJIE
tij

2(@,e|t) =D, (&,1,7')z(O, & | ')+ Z I@O(g,t, )y(e)-1lLdr, te[t' 7, [,ieP,
Jj=0 iy
2(@,¢ 1) =D, (¢,t,7,)2(0,¢ | 7)), te[r,r[, i=1..,p.
[onoxum, uto k() = ugo (x—0)- ugo (a+0), & € ®°. B cuny perymsipaocty ypasieHus

ugn () nmeem k() #0, a e @S.
Tpeacrasim matpuiy Sxoon G = 0¥ (O, &,)/ 0O ypasuenuii (15) B Buze:

(A MMy (A aR(©) (M) _0%(©s) (M) o¥(0'.4)
Y X, X,/ Y 00, | X oy, | X, oy

E)

A =(H(g) ®(5,,0" | ., $) 7(£)k($), $€O.(5,) ),
Y{ﬂf(eo)%(z(@‘),eu@), ae®*,¢e®*<eo>j,

D(g,, O | 4, a")y(g)k(a’), anée ¢>a’
%(2(@0,8O|¢)): 0, dfice 4 <a’ (17)

(0%, | ¢4), anée g=a’,

$e0,(g,), a’ =a(s,), acl®,,

0 0
1\/[1 = H(€0)®(80,®2| t*’O)[EJ’ M2 :(_HT(g )j’

X, = (ﬂT(«%)CD(Eo,@f | ¢, O)G} $€0.(s) J X, =0,

D(g, O, |t,7) =D, (e, 1,7)D, (¢, T/, 7)D, (¢, 7,,7).. D, (g, 7, )D&, 7., 7),

ecm i >5, P(,0,|6,7)=D(,t,7), eccmi=s, t27,t€ [ri,z'M], relr’,r,,,]

oxaxewm, uto det G # 0 . Jlonyctum npotusroe: det G = 0. Torza naiinercs Takoii BeKTop

A® =(Aty,j=1,s,,i€ P, AT, AT, i=1,.,p, Ay,, Ay)#0,

yro G A® = 0. Ucnonb3sys 310T BekTOp, ocTpouM pemenne Az(t) = (A (( ))j, teT, sanaun
w(t

As o A (g)Az, te [tg, t§+1[, j=0,..,s,i€P s
A (g)Az, te[z, 7", i=1,..p,
0 0 0 0 0 . .
AO0)=| | A+ 0= 020} =00 ()AL KD, S, i< P (19)
0

0 0 0 o
3neck u nanee Oyzem cumtate, uto Aty = A7, At =At;,,, i=0,.,p.
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Torza ¢ yuerom (17) u npeanonoxkenus G A® = 0 moxHO 110Ka3aTh, 4TO

H()Ax(t,)=0, Ay (t,) = H" (g)Ay: B (g)Az(t;£0)=0, jeS,ieP.  (20)
KpoMe TOro, 110 IOCTPOGHHIO HMEOT MECTO TORIECTBA

B (e)Az(t) =0, te[r),7°], i=1,.,p. 1)

Hcnonp3ys cootHomenus (11) u (21), MoxxHO nokasats, 4To

(s (0) avto)) - i[AzT(t)(O OjAza)J A (OD(e)AY(0), T
dt dt E 0

CrnenoBartesnbHoO,

I%(mf(r) Ax(t)):zr=IAxT(t>D<eo>Ax(r>dt. @)
C npyroii cropoHsl, ¢ yaetoM (19), (20) nonyuaem

T%(AWTU) MOl =Y 3 A" (1) Ax() by = 23)

0 i=0 j=0

3 3 AT E)(Ax( - 0) — Ax(t +0))+ Ay (2,)Ax(1,) = 0.

ieP jeS,;

U3 (22) u (23) sakmouaem, uto D(&))Ax(¢) =0, t € T . C yuerom nocneanero cootnowenns u (19)

nMEEeM
D(s,)b(s,) AL, k() =0, jeS,, icP,
OTKy,Ha CJ'IC,HyCT, qTO

At, =0, j=1..,s,ieP, Ar,=0, Ar"=0,i=1,.,p.

3eck Mbl yan, uto o npemonoxennio b’ (£,)D(g,)b(&,) # 0.

B cuny Toxnectea D(g,)Ax(t) =0, t € T _ u3 (18) cnenyer, uro

Ay () =-A"(e)Ay (), teT, Ayp(0)=Ay,, Ap(t)=H'(5)Ay, (24)

U ycnoBus (21) npuHUMAIOT BUJ
p .
Ay (b(g)) = A" H(g)F(t,,t)=0, te Y [),7"],
in
rne F(¢,7),t 2 7, — dynnamenranbhas marpuna peuenuii cucremsl X = A(&;) X.

p .
DyHKIusA AyTH(EO)F(Z‘*,t), t €T, obpamaercs B Hyjlb Ha MHOXeCTBax U [Tio,rlo] HEHYJIEBOI
i-1

MEpBL, OTKY/I, yUHTHIBas €¢ AHATMTHYHOCTB, noxydaen, uto Ay’ H (&)F(t,,1)=0,teT.
[peanonoxum, uto Ay # 0. Cornacho npeanonoxkenuto 1 cymectsyer takoe O > 0, uro mis
Bekropa Ag=€Ay ¢ €=0/ ” Ay ” >0 maiinercs takoe ynpasnenne Au(-), 4rTo BbIIONMHAETCS

t

COOTHOLIEHHE .[H (&) F(t,,t)Au(t)dt = e Ay. Ymuoxum 06e uacTn mociesHero paBeHCTBA Ha
0
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1
Ay " u nomyunm 0 = J‘AyTH(é‘O)F(Z‘*,t) Au(t)dt = 8" Ay ”2 =0 >0. Tocnennee paseHCTBO
0

NPOTUBOPEUUBO, OTKya ciieayet, uto Ay =0 . Torna us (24) cnenyer, uto Ay (1) =0,1€T .
B pesynbTaTe Mbl HOIYYHIN, YTO

A®=(At;=0,j=1,..5,i€P, Ar,=0, AT =0, i=1,..,p, Ay, =0, Ay=0)=0,
yTO mpoTuBopeunt npeanonoxenuio A® # 0 . [TonyueHHOE IPOTHBOPEUNE CBUAETENLCTBYET O TOM, UTO
det G#O0.

Takum 00pa3’oM, Mbl JO0Ka3alM, 4YTO BBIUIOJHSIOTCS COOTHOILEHHS lI’(@)O,E;O) =0 u

det (8‘1’(@0,6‘0)/ 8@)7& 0. CnenoBaTeibHO, COMIACHO TEOPEME O HESABHBIX (PYHKIUAX CYLIECTBYET

eIMHCTBEHHAsl HeTpephiBHAS BekTOp-GyHKums (14), ymoBmerBopsiomas cootHomerusaM (15). Ilepsoe
YTBEPKIICHUE TCOPEMBI JOKA3aHO.

0 .
Hocrponm ynpasnenne U, (+) sanaun O0(€), € € E(&,), no npasunam (16). Ilo nocrpoenuto
0
BBIIOJIHAIOTCA  COOTHOWIEHUA (15), M3 KOTOPBIX ClIEdyeT, 4YTO TPAEKTOpUs X, () cucremnr (1),
0
COOTBCTCTBYIOIIAsA YIIPABJICHUIO u c () , YAOBJICTBOPACT TCPMUHAJIbHBIM OI'PaHUYCHUSAM. Ilo MpEAIOJI0KEHUTIO

3HAQUYCHUC [MapaMeTpa 6‘0 SIBIISIETCSI PEryJSIpHBIM, CJICI0BATENIbHO, IPU & = 80 BBIIIOJIHAKOTCA COOTHOILUICHUA

(5). YuuteiBas 370 U HenpepblBHOCTh (pyHkuuH (14), MOKHO MOKa3aTh, YTO MPH JOCTATOYHO MAIIBIX
BapualusaxX apamerpa & TMOCTPOCHHOE [0 IMPEUIOKEHHBIM IMpaBHaM YIpaBICHHE HE IMPeB30HaeT

0
/IMHALIBL 110 MOAYIH0. OTCIO/IA CIIEYeT, UTO OCTPOCHHOE yIpasieHue U, () ABISETCS AOIMYCTUMBIM.
o . 0
3ameTnm, 4TO M3 cooTHOIIEHUH (15), ycioBHii peryasipHOCTH YIpaBieHUs U 2 (*) m HenpepbIBHOCTH

0 .
dyrkuun (14) Takxke ciegyer, 4To BAOMIb pemenns ¥/, (+) CONpsKEHHON CHCTeMBI

y=—A"(e)y + D), (1), w(t)=H (&)y(s),

U JIOIMYCTUMOTO ympaBieHus (16) BBINONHSAIOTCS YCJIOBHS NPHHLUIA MaKCHMyMa, KOTOpble B JaHHOM
CUTYaIlM{ JOCTATOYHBI JJIS ONTHMAIBHOCTH yripaBieHus (16).
Teopema nokasana.

5. Mocrpoenne pemennii Bosmymennbix 3axau 00(¢), € € E(g,)

[lyctb & =&, — perylspHOe 3HaYeHHE NAPaMETPa, I KOTOPOTO M3BECTHO ONTHUMAIBHOE
yIIpaBlIeHHE ugo (*) 3amaum 00(80) , ero crpykrypa S(&,) u onpenemstouye snementsl O(&,).
TpebyeTcs MOCTPOUTH PELICHUE BO3MYIIEHHOM 3a1a4u 00(80 +Ag), tne A¢ — nocrarouno manoe
uncno. CormacHo Teopeme 1, WIS 9TOro JOCTATOMHO, HMCHOJNB3ysA HM3BECTHYIO CTPYKTYpy S (&),
copmuposars Bexrop-dyHkuuio (13) u Haiitn pemenne O(g, + Ag) cucremsl ypasuenuii (15) s
& = &, + A¢ . Tlonyuennas cuctemMa ypaBHEHHIA JIETKO PEIIAeTCs CTaHAapTHBIMU Metogamu. Hanpumep,
metozom Hbtortona mokuo noacuntats O(&, + AE) co ckomb YroAHO BBICOKOI TOYHOCTBIO, HAYNHASA
IPOLIECC ¢ H3BECTHOTO HauanbHOro npudmmkenus O(&,). 3nas sexrop O(&, + A¢) , naiinem pewenue

z(O(g, + Ag), &, + Ac | t), t €T cucremsi (12). OnmnmanbHOe ynpaBlieHne 3a1a4n 00(80 +Ag)

Haiinem o npasmiam (16).
3aMeTHM, 4TO MHOT/a BO3HHKAET HEOOXOAMMOCTH HMOCTPOUTH PEIICHHWE BO3MYILEHHOW 3a/lauu
OYeHb OBICTPO, IPYTUMH CIIOBaMH, (h)aKTOp BPEMEHU BBIYMCIICHHH MPEeBbILIaeT (hakTop ToYHOCTH. Torna,

yuuThIBas TOT (BakT, 4to BekTop-Qynkuus O(€) sapnsercs nempepbiBHO JuDDEPEHIUPYEMOH, MOKHO

HAWTH NPUOITMKEHHOE PEIICHUE @(80 + Ag) cucremsi (15) o Gpopmyie
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O(s, + Ag) =0O(g,) + A O(s,)., (25)

e ©(g,) =-G (0W(0',¢,)/0¢),

0¥ (©@',¢,) _ H(g,))z) (1) +H(g))Z(1,) _W
os

B (g)z0 () + BT (£)Z(L), jeS,, ieP
Z(Z ), teT, - PCIICHNE CUCTEMBbI
A (£)Z(1)+ A ()20 (1) + 7 (E)DT, telt), 1],
2(t) = j=0,.,s, ieP
A ()Z(t)+ A&z, (1), teT(s,)

%, (&y)
0

>

BTN EAG!
; 20 (z)_[l//go (t)} teT.

Haiiem peenue Z(@(é‘o +A¢g), &, +Ag|t), teT, cucremp (12), sareM nocrponm

¢ HavanbHbM yciouem Z(0) = {

NPUOITMKEHHOE peleHue U (+) samaun OO0(g, + A¢) no npasunam (16), HCIONB3Ysl KOMIIOHEHTSI

ERAY
sexropa (&, + Ag) u pynxumo z(O(g, + Ag),&, +Ae|t), teT.
Kak Bunmo, Bexroppl O(&,) u O(&,) He 3aBucar or A& U MOryT HCHIONB30BaTHCS IS

noctpoenns npubmmwkennsix pemenni saxaa O0(&, + Ag) npu pasnmunbix sHadennsix Ag .
OtmeruM, 4TO ecnu B 3ajzade (1) paccMaTpuBaTh 3aBUCHMOCTh OT HECKOJBKHX IapaMeTpoB
g, 1 =1,..,8, T0 Hccnen0BaHNs IPOBOAITCS aHATIOTHYHO.

6. UnnrocTpaTuBHLIN IpUMep

PaccmoTrpuM cemelicTBO mapameTprUuecKux 3amad suza (1), rae

p _A_01 , _b_o b _D_l 0.1 . _H_IO
(&)= Lo o) (8)__3’ (&)= o1 1’(‘9)_ lo 1)

%, (6)=(=04,-3.8) +&(1,1), g(e)=(11.1,-0.2) +&(=1,1), ¢, =8.

Ipu &, =0 sapasa OO(0) umeer onrnmanbHOe ynpasieHue ug (+), u306paxennoe Ha puc. 1

HETPEPBIBHOM JIHHHEI, €ro CTPYKTYpa U OMpE/E/sIOLIHe SIeMEHTb UMEIOT BHLL:
S©0)={ p0)=1, [,(0)=1, ,(0)=1, 5,(0)=0, 5,(0)=1},

@’ ={4,(0)=6.115, 7,(0)=2, 7'(0) =5 |,

©(0)=0° = { O, ,(0) = (6.56; 10.933), y(0) = (25.243; ~22.206)" |.

3nauenue napamerpa &, = 0 sBIseTCS peryIspHBIM.

Vcrionb3yeM MONydeHHbIE BBINIE PE3yNbTaThl IS HAXOXK/ICHHS PEIICHHs BO3MYILICHHON 3a1aun
000+ Ag), tne Ag =0.5. C roii uenvto no undopmaruu, copepxkaueiics B crpykrype S(0),

chopmupyem cuctemy ypapuenuii (15) npu & =0+ 0.5 u maiinem ee pemenne ©(0.5) meronom

0
HLI-OTOHa, B3sB B KQYC€CTBC HAYAJIBHOT'O HpI/I6J'II/I)KeHI/I}I @ .B Ppe3yabpTaTe NMOJIYyINM
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0,(0.5) = {1,(0.5) = 6.338, 7,(0.5) =1.587, 7'(0.5) =5.256 },
©(0.5) = {0,(0.5), ,(0.5) = (3.47; 5.67), y(0.5) =(21.936; ~16.623) |

CornacHo 1.5, ympapjieHue “85(') crpoumM no npasunam (16), ucnonwszys sekrop @(0.5).

0 . .
Ynpasnenne U (-) n3o6pakeno Ha puc. 1 paspbIBHOIT TMHHKEN.

u ()

1L

0.8+

06-

0.4+

0.2+

0

L2

4.4

L6

L8k

Ak

Pucynox 1

Jlns cpasHeHus Haiinem npubamkenHoe pemenue samaun OO(0.5). Jlna sToro BbMHMCIUM
sexktop ®(0.5) cornacko (25) , nocrponm no nemy ynpasinenue i, () . Ha puc. 2 paspbiBHOIi 1uHMEN

npusezieno Tounoe pemenne Uy (+) samaun OO(0.5) , nenpepsBroi — npuémmkennoe i, 5(+) . Kax

BUJHO U3 pUC. 2, TpadUKU TOCTPOCHHBIX YIPABICHUH pa3iHyaroTcs He3HAUYUTeNbHO. OMHAKO 3aMeTHM,
YTO TOYHOE PEIICHHE 3a/Ia4d FapaHTHPYET BBIMOJIHCHHE TEPMUHAIBGHBIX OTPaHUYCHHI, a IPHOIKCHHOES
YOpaBJIEHUE B JAHHOM CIy4yae MEPEeBOJUT CUCTEMY B COCTOSIHUE, KBAJpaT OTKIOHEHHUS KOTOPOIro OT
3aga”HHoro cocrasisger 0.711.

u (B

o.sf . . . T
oef
nal

02+

Pucynok 2
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METO/ CBEJEHUA OBOBIIIEHHOM 3AJAYU CTEDAHA
K HEJIMHEUMHOMY UHTEI'PO-AUPPEPEHIIUAJIBHOMY
YPABHEHUIO THUIIA BOJIBTEPPA

II1.D. TYCEMHOB

HUnemumym Mamemamuxu Axademuu Hayx Jlameuu u Jlamsuiickutl Yuueepcumem
E-mail: sh.e.guseinov@inbox.lv

B nanHO# paboTte paccmarpuBaeTcs 0000IeHHas (B cMbICie ¢,(f) # 0) 3amaua Crepana. Dta oOpaTHas 3a/1a4a CBOIUTCS C
MOMOIIBI0 HOBOTO METO/a, KOTOPBI COCTOHT B MPEACTABICHHH HCKOMOl (DYHKIMH B CIELHAIBHOM BHIE, K 3a[a4e I PeLICHUS
HEJNHEHHOro HHTerpo-audhepeHIanbsHoro ypaBHeHus tina Bombsreppa.

KuioueBble ciioBa: 3a1aua Credana, HenuHeitHOe nHTErpo-auddepeHunaibHoe ypaBHeHue Tuna Bonsteppa

B nanHoit pabote paccMaTprBaeTcsi BOIIPOC O IPUMEHHMOCTH OIMCAHHOTO B [ 1-6] HOBOrO MeToaa
K 00o0menHoi 3amaue Credana. OTMETHM, YTO JAHHBIH METOZ, KOTODPBIH YCIIEIIHO NPHUMEHSICS H
MPUMEHSIETCS] K Pa3IMIHBIM MIPSMBIM U 00OpaTHBIM JIMHEHHBIM HayalbHO-KPAEBbIM 33/1a4aM MaTeMaTH4eCKOM
(u3MKH, BIIEPBBIE TAK)XKE YCIIEIIHO NMPHUMEHSETCS aBTOPOM AAHHOM CTAaThbU K HEKOTOPHIM HEJMHEHHBIM
3aJjayaM MaTeMaTHYecKOH (M3MKM TaKWM, KaK HeJWHeWHble 3agadu Juisl ypaBHeHWd Kopresera —
ne ®puza u Momnxa — Amnepa. [lanHas paOoTa SsBJSIETCS INEPBOH MOIBITKOW aBTOpa IPUMEHHUTH
MIPEUIOKEHHBII METO K 3a/1a4aM CO CBOOOTHOH TPaHHUIICH.

Wrak, paccMarpuBaeTcst poOLecC paclpoCTPaHEHUs TEIUIAa B CPEAaX ¢ M3MEHSIoIMMCS (pa3oBbIM
COCTOSIHHEM JINO0 Kakue-HUOy b APYTHe MaTeMaTHUECKH CXOJHBIE C HUM IIPOLIECCHI, HalpUMep, 3a/1a4a o
KPHUCTAJUTU3aLUH PacIljiaBa MpU HOTPYKEHUU B HETO IUIACTHHKY; 3a/1a4a 00 00pa30BaHUU HETIPEPHIBHOTO
CJIMTKA; 33j7la4a O PaCTBOPEHUU IIy3bIpbKa ra3za B >KUIKOCTH; 3a/a4a U3yYeHHs] JUHAMUKHA OJJHOMEPHOIrO
HEM30TEPMUYECKOTO HCMApeHHsi HWACAILHOM CMecH; 3ajada O 30HHOM OecTUreNIbHOM IUIaBKH
LWJIMHIPUUECKOTO CTEPKHSI; HEKOTOPbIE Ba)KHBIE MPSAMBIE W OOpaTHBIC 3a7add TEOPHH (GHIbTPALUH
(Takme, Kak 3ajada HArHETaHWS THAPOMEXAaHWYECKOTO pacTBOpa B TPYHT; 3a1ada IPOABHIKECHHS
BOJIOHE(TSHOIO KOHTAKTa B YCJOBHUSX YIPYroro peMMa M T.II.); 3a7ada O KOHBEKLHH, BBI3bIBAEMOIi
KpUCTAIM3ALMEH MepeoXIaKICHHOTO pacIiiaBa; 3a4a4a 00 0OTEKaHHH TBEPIOTO TeNa BBICOKOCKOPOCTHBIM
MIOTOKOM BSI3KOM HEC)KMMAaeMOW JKMAKOCTH; 3ajada O BpAalICHUH >KECTKOTO LWJIMHApPA B BA3KO-
IUIACTUUECKOW Cpefe; 3ajada O HEyCTaHOBMBIIEMCS BS3KO-ILUIACTUYECKOM TEUYEHUM MEXIY ILIOCKO-
MapaJuleIbHBIMHA CTEHKAMH 1 MHOXKECTBO JIPYTHX BaXKHBIX 3aJjad HAyKH, TEXHUKH M IPOU3BOJICTBA.

Uctopuueckn cumraeTcs, 4To TepBoil paboToii B 3Toi obOmactm Obuta pabora XK. Jlame u
b. Knaneiipona «O0 oTBepAeBaHNN OXJIaKAAIOIIET0Cs XKHUAKOTO MIapay, ormyoimkosaHHas B 1831 rony. B
9TOM paboTe CTaBMIIaCh 3ajavya ONpEACIUTh TOJIMHY TBEPAOW KOPbI, 00pa3yIoLIeics NPU OXJIaXICHUU
JKHMIKOCTH M 3amoHsomeii nomynpocrpanctsa X > () moa BosaelcTBHEM IOCTOAHHOM TeMIEpaTyphl Ha

mwiockoctt X = (0. B paborte mpeanonaranock, 4to TEMIEpPATypa JKUIAKOH (asbl TOKIECTBEHHO PaBHA
Temmneparype kpuctaumzauuu. JK. Jlame u b. KnanelpoH BbIBMIM, YTO TOJIIMHA KOPbI IPONOPLUUOHATIbHA

BeJIM4MHE VI , r7ie ¢ ecTh BpeMsi, HO He CMOIJIN OIpeNesuTh K03 GHINEHTA TPOIOPIHOHATBHOCTH.

B 1889 roxy U. Ctedan B cBoeli paboTe 0 MpoMep3aHNH IPyHTA ITOCTABMII M PELIHI CIEAYIONIIE
JIBE 3a/1a4H.

Ilepsaa 3a0aua Cmeghana. Cpena, Haxosmascs B IBYX (pa3oBBIX COCTOSHUSIX (B )KHUAKOM M B
TBEPJOM) W TPOBOJSIIASL TEIUIOTY HWCKIIOYUTEIBHO IOCPEICTBOM TEIIONPOBOJHOCTH, 3aroJHsIET

nonynpoctpanctso X > (). B HauabHbIl MOMEHT BCsl cpejia HAXOJUTCS MPU MOCTOSHHON TEMIIEpaType
7, > 0. Ha mockocrn X =0 momnepxusaercs nocrosiuaas temneparypa 1; <0, nox Boszaeiicteruem
KOTOPOH TPOMCXOJMT KpHCTAIM3alMs, TpoTeKalomas uzorepmudeckd npu Temneparype 1 =0 6e3

MepEeOXIAXKICHUS U C TPEHEOPE)KUMO MaIbIM 00beMHBIM 3 dexTom.
Bmopasa 3a0aua Cmeghana. TennonpoBoasiuas cpesia 3anoiHsAeT IPOCTPAHCTBO —o0 < X < +00.

B HauaibHBIA MOMeHT xuakas (asa sanoiaser obmacts 0 < X < +00 npu Temmeparype T2 >0, a
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TBepaas Basa sanommsier odnacte —00 < X < 0 mpu temneparype 7] < 0. OcranbHbie ycrnoBus ocTaroTcs
MIPEKHUMH, Kak B nepBoii 3amade Ctedana.

B oboux ciyuasx 3ajada COCTOUT B OINpENE]IEHMH TEMIEpaTyphl U, (x,t ) TBepol (as3sl u
TEMIIEpATypsl U, (x,t ) xuakod Qaszel. Kpome Ttoro, B obomx ciydasx TpeOyercss OINpenenuTh

MOJIOXKECHUE X = y(l ) rpaHuIiibl paszaena das.

Kak mokazan U.Credan, momcuer TtemioBoro OamaHca NPUBOTUT K YCIOBHIO (3HAMEHHTOE
yCIIOBHE, HhIHE Ha3biBaeMoe ycioBrueM CtedaHna)

ou, (x,t) ., Ouy (x,7)
0. ox

A-p-y'(t)=| K k, : (1)

x:y(t)

rje A ecThb CKpBITas TEIIOTa KPUCTAJUIM3AIlMK, OTHECEHHAs K €JMHHIE MAacChl, 0 €CThb IUIOTHOCTh
oOpasyromericss ¢assbl, a k1 " k2 SBIISIOTCS KOA(PPHUINEHTaMH TEIUIOIPOBOAHOCTH COOTBETCTBEHHO
TBepAoil W xkuakod ¢asel. 3amernM, Yro o0e 3amauM, paccMoTpeHHble CredaHOM, SBISIFOTCS

aBTOMOJICNIbHBIMU. B o0oux ciyvasx y=2~0{~\/; , Ine « onpenensercs U3 HEKOTOPBIX

TPaHCLEH/ICHTHBIX YPaBHEHUI.

B Tom xe 1889 romy M.Credan mocraBmin W pemm emie ABE 3a/1auu, NepBasi M3 KOTOPBIX
(mpemovs 3a0aua Cmeghana) sBNSICTCA ONMUCAHUEM IIpoliecca HeHTpanmzamuu npu IUGGy3HOHHOM
HEpEeHOce BELIECTB K 30HE peakuuu. Yemeepmoii 3adaueit Cmegana sBNsieTcs 3ajada O IMpoLEcce

IUIABJIEHUs CJIOS JIbjJa C HyJeBOM HauabHON TemrepaTypoil W 3ajaHHOi TemmepaTypoit f (t) Ha
rpanuue X = 0. Huxke BenencTBUe CBOEH HEOPAMHAPHOCTH U M3SAIIECTBA IPUBOLUTCS MEs IOJTyYeHHUs
MPUOJIMKEHHOTO pemnieHus 4yeTBepToil 3amaun Credana. M.Ctedan moaydyus peuicHue 3TOH 3amauyd B
aHAIMTUYECKH 3aMKHYTOH (opMe mumb npu f = CONSt chenyroulel mpoueaypoil: Temreparypa
u (x, t) TAJIOTO CJIOS MPEACTABIIAETCS B BUIE P

2 4 3

u(t)=f (005 ()4 () bt F (1)

5
X

+
5Lat

F(1)+ ...,

2
rie d° ecTb KOA(QQUIMEHT TeMIIEpaTypOIIPOBOAHOCTH TAJIOTO CIIOS.

=0, xoropoe B
x=y(t

Hewspectnas ¢ynkuus F (l‘) MOJIEXKUT ONPEIEICHUI0 U3 YCIOBUS u(x,l‘)

pa3BepHyTOI hopme rMeeT BHT

f(t)+m-f’(t)+y4(t)-f”(t)+...+y(t)-F(t)+y3 (t)-F'(t)+

2-a° 44"

+y5(t)~F”(t)+...=O.

5kat

W u3 ycnosust Credana (1), koTopoe B paccMaTpuBaeMOM Cilydae nproOpeTaeT BU

”_P.y'(t):_M __ M.f'(t)+y3(t).f~(t)+

k ox a’ 34"
x=y(¢)
2 4
() ey YO
+F(t)+ 2.(12 F(t)+4|.a4 F ( )
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U3 MOCJICAHUX NBYX PaBCHCTB, UCKIIOYAsA (I)yHKIII/IIO F (t) , MOKHO ITOJIYYHUTH IEPBOC HpI/I6J'H/I)K€HI/I€

f(t)—%y”(t)—...—%-F'(t)—...=M~y(t)~y’(t). @

Hanee, B npaBoii yact (2) oTOpachkiBasi Bce WICHBI, 3a MCKIOUeHHeM mepBoro, V. Credan moiryuaet
CIICYFOIITYEO OKOHYATEITBHYI0 (DOPMYITY IS ONpeeICHHs TIEPBOTO MPHONIKEHUS PEIICHUS pacCMaTpUBACMO
3a/1auun:

L2y ()= (). g

I[J'ISI MOJIy4UCHUA BTOPOTO HpI/I6HI/DK€HI/IH n. CTC(I)aH HCIIOJB3YET 3JIEMCHTAPHOC PaBEHCTBO
Ou(x,t ou(x,t
( ) + yr ( t) . ( ) — O ,
ot ox

x=y(1)

KOTOPOE B Pa3BEpPHYTOH GopMe 03HAYAET CIICAYIOLIEE PABEHCTBO:

f’(t)+L(t2)-f"(t)+...+y(t).F’(t)+y3(t)-F"’(t)+...:M-(y’(t))2. )

2-a 3ta*
Uckmouas pyrxiun £’ (t ) n3 nepsoro npudmnkenust Credana (2) u (4), a 3ateM U peHeOperast BceMu

4JIeHAMH, COZIEPKAILIMMH [POU3BOIHbIE Mopsiaka K > 2 ot QpyHkimii [ (t ) uF (t) , N. Ctedan nomydaer,

4qTo

2230y (o)1 2O ) 2y

Hanee U. Credan mpemnaraer mpomoDKaTh 3Ty HPOLEAYypYy MId OIpeneleHHs HCKOMOH (yHKINH
u (x,t ) . O4eBHIHO, YTO HEBO3MOXKHO MOCTPOUTH TOYHOTO PELICHUS] PacCMaTpUBAaeMON 3a/1audl TIOJOOHBIM
crocoboM. OmHako, yxe mepBoe mpuOmmkeHrne (3) AaeT HEIIOXYH0 AalMpPOKCUMALUI0 pemieHus. A
MMEHHO, Tpejmonarasi, 4ro [ '(t )ZO B Manoii okpectHoctn U, (l‘ ZO), MO’KHO Ha OCHOBaHHH

IMPpUHIUIIA MAaKCUMYMa [IOKa3aThb, 4YTO
A-p-y(1)y (1) <k 1 (1),
Ipu4YeM

i 222 (1) ' (1)
t—0 kf(t)

Kak cka3zano B ¢ynnamenrtanbHoit MoHorpaduu [7], B 1891-1931 rogax He ObUIO OMyOJIHMKOBAHO
HU OJTHOW CKOJILKO-HHUOYIb Cephe3HOM paboThl, mocBsiicHHOM npodiieme Ctedana. B 1931 roay B kypce
HedrenpombiciioBoit Mexanuku JI.C. Jleiiben3on (cm. [8]) mpeanoxun MeTos NpuOIMKEHHOTO PELIeHUS
3agaun CreaHa, OKa3aBLIMICS BO MHOTHX Ciydasx goctarouHo sddextuBHbIM. Meton JI.C. Jleiibenzona
COCTOUT B 3aMEHE MCTHHHOTO PacIpeleNIeHIsI TeMIIEpaTyp BHYTPH KaKAOH (ha3bl KBA3UCTAIMOHAPHBIM
pacripenieieHueM, T.€. TAKUM, KOTOpOe YIOBJIETBOPSET IO MPOCTPAHCTBEHHBIM KOOPAWHATAM YPAaBHEHHIO
Jlarmmaca B 06yacTy ¢ TpaHMIEH, H3MEHSIOMIEHCS B cOOTBETCTBUH ¢ yeioBueM Ctedana (1). B 1939 romy
JI.C. Jleiiben3on npumerna (cM. [9]) cBOil MeTom K pasiMdYHBIM BapHaHTaM IOACYETa IIUTEIBHOCTH
OTBEPJAEBaHMU 3€MHOTO IIapa W3 IEPBOHAYAIBHOTO PACIUIaBICHHOTO cocTosHuA. B 1947 romy stor
meton JI.C. Jletitbensona Obln1 mcmonb3oBan A.H. TuxonoBeiM u E.I'. IIIBUIKOBCKUM IS PELICHHS
METaJUTyPrHYeCcKoOl 3a1a4uu 00 00pa3oBaHMK HEMPEPHIBHOTO ciauTka (cm. [10]).

=1,1e. A-p-y(t)-y'(t) k- f(1).
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[TepBylo MOMBITKY MOJYYHTh TOYHOE, a HE NMpUOMIKEeHHOe pemieHue 3anaun Credana cpenan
M. BpuiosH B cBOeM JoKiazae, nmpountaHHoM B 1929 roxy B mucTHTyTe A. Ilyankape. Jloxman Opun
ory6simkoBaH B 1931 roxy. M. BprinirosH npeuioxui ciaeayromunii MeToa CBeIeHHsT NCXOIHOH 3aaun
Credana Kk cucreMe HENMHEWHBIX MHTETpO-Iu(depeHMaNbHBIX YpaBHEHHI: yCTh TEIUIONPOBOIALIAs

cpena sanonmsier nomocy 0 <x <1. Ilycrs Qynkumn (x) u Q, (x) SBISTIOTCSL TEMIIEPATypaMHu
COOTBETCTBEHHO TBEPAOH M KuaKkoil (asbl B HauanbHblii MomeHT Bpemenn ¢ = (0. M.Bpummosn

NPEJIOKMI MCKATh TEMIIEPATYPBI U, (x, t) [ -oi1 a3kl B BHJE

u, (3.0 zw— fe s Joxf)da (i=12),

rae ynxums D, (x) COBINAzacT ¢ PpyHKIHUeH @, (x) B 00J1aCTH OmpeieNeHust @, (x) . Jlanee, nogunHeHue

bysKIUn U, (x,t ) KpaeBbIM M HayaJbHBIM YCIOBHSM, a Tarke yciosuio Credana (1) mpuBomur k
JOCTaTOYHO CIIOKHOM CHCTEME CHHTYJIAPHBIX MHTErpo-Iu(QepeHuraIbHbIX YpaBHEHHI NEepBOro poja

OTHOCHUTCJIBHO (byHKIJ,l/Il/I MIPOAOJIKCHUA ¢i (x) 3a MpCaciibl 00J1acTH BX MEPBOHAYAIBHOT'O OIIPEACIICHUA

U OTHOCHTENIFHO TPAHHIBI X = y(t ) paznena da3. OgHAKO Jaxe caM aBTOp MPEIIOKEHHOTO METo/a

M. BpuiiitosH, BBINKUCAB CUCTEMY MHTETpO-An(GepeHINaIbHBIX YPAaBHEHHUH, OTKA3aJICs OT MOIBITKH HUX
peLICHHMS, CUNTasi TPYAHOCTH, BO3HHUKAIOIIME IIPU 3TOM, HENPEOJONHMMBIMH. TakuMm 00pa3oM, IOKIax
M. BpuiirosHa ckopee criocoOCTBOBaJl yCHIIEHHIO HHTepeca K pobiieme Credana, ueM ee perieHHIO.
Bropoii monbITKON aHanmuTHUECKOTo pemreHus npodinemsr Ctedana sBisercs padbora A. ['yGepa.
Merton 'ybepa, sBistomuiicss 0000IIeHHEM METO/Ia MOJIMTOHABHBIX TpubmkeHui Komu-Jlumnmmia Ha

ciryyai ogHOMepHOH 3amaun CtedhaHa, COCTOUT B CIEOYIOIIEM: HHTEPBAJI BPEMEHH [O,T ] , Ha KOTOPOM

UIIETCS pelleHye 3agadn, pasousaercs 71 Toukamu () = [, <L <..<t, = T na uwacTHBIE MHTEPBANBI
def
Ak = (tk,tk +1)~ CkopocTb y'(t ) MPOABIDKCHHS TpaHUIBl pasnena (a3 Ha uHTEpBae Ak

NPUHUMAETCs TIOCTOSIHHOM M PaBHOM TOI CKOpocTH, KoTopas ompezaeisercs yciaouem Credana (1),

3aMMCaHHBIM JIJIi MOMEHTa BpeMeHM [ =1[,, u Temmeparypamu oboux ¢as B 3TOT MOMEHT. Mckomas
TEMIIEPATypa ONpPENAETACTCA YEPE3 KPACBBIE 3HAYEHHUS W 3HAUEHMs Npu [ =7, crexyromum o0pasom:

06I1acTh CyLIECTBOBAHMS Kax 01 (a3bl Ha HHTepBane A, IEPEBOAUTCS B KAHOHMYECKHH OTPE30OK [0,1] c

noMoteio adduaHOTO MpeodpazoBanus. Ilpu sTom A. ['yOep mcCHonb3yeT MHBApHAHTHOCTH YpaBHEHUS
TEIJIONPOBOAHOCTH OTHOCHTEIIBHO MpeoOpazoBanms Amresst (cM., Harpumep, [11] u [12]) u npenocrasieHne
pelIeHus IepBoi KpaeBoil 3a1aun Ha OTpe3Ke C MOMOIIbI0 (GYHKIWHU | 'prHA. YKa3aHHBIA Mpolece, Kak
notom otMmeTa cam A. ['yoep, siBisercs nocratouHo rpoMo3akum. [loaromy A. I'yOep ero u He mbitaincs
CTporo 000CHOBATH.

JlokazaTenbCTBO CYIIECTBOBAHMUS M €IMHCTBEHHOCTH PELIeHHs oJHOMepHOH 3aiaun Credana npu
OTHOCHTEIIFHO OOIMMX KPAaeBBIX M HAYANBHBIX YCIOBHUSAX OBLIO OCYIIECTBIEHO BIepBble B 1947 romy
JL.U. PyOunmreitnom B nuccepraumonHoit pabore (cm. [13]). Meroan, xortopeim JLU. PyOuHinTelin
TIOJIB30BAJICS, CBOIIICS K MpeoOpa3oBaHHUIO OONACTH CYIIECTBOBaHMA Kaxknod (asel B otpesok [0,1] ¢
MOMOIIBIO0  TPOOONMHEHHOTO TpeoOpa3oBaHMs C MOCIEAYIOWEH peayKUued K CHCTeMe HEIMHEHHBIX
MHTETPAJbHBIX ypaBHEHWH CMEIIAHHOTO THIIA, @ UMEHHO, MHTErpajibHOro ypaBHeHMs1 Dpearoibpma 1o
MPOCTPAaHCTBEHHONW KOOPAMHATE M HMHTETPAJbHOTO ypaBHeHHs Bomibreppa mo Bpemenu. llomyueHHas
cHcTeMa pelazach METOJIOM MOCIJIEA0BATENILHBIX pUOMmKeHui [Inkapa, npuuemM cXoauMOCTh Tpolecca

rapaHTUPOBaJiaCh B HEKOTOPOW MaJiol OKpPEeCTHOCTH Ug (t=0). OnHako, HE OCTaHABIMBAsCh Ha

NOAPOOHOCTSIX, JIMIIb OTMETHUM, YTO MpeAokeHHbIH MeTon JI.M.PyOuHIITeliHa anropuTMHUYecKu Mallo
a¢pdexruen. [anee B Tom xe 1947 romy JLU. PyOounmreiin mpemnoxun (cMm. [14]) apyroit meron
ceeeHus 3amadd CredaHa K cHCTeMe MHTETpalbHBIX YpaBHEeHHMH Tuma Bombreppa. D10T Merox
OCHOBBIBAETCSl Ha NPSIMOM HCIIOJIb30BAaHUM TEIUIOBBIX MOTEHIMAIOB. Jl0Ka3aTeNnbCTBO CYNIECTBOBAHUS U
€IMHCTBEHHOCTH PEIICHUS C TOMOINBI0 3TOT0 METOAa TAaKKe IPOBOAWIOCH B HEKOTOPOH Manoi
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KPECTHOCTH = (). OxHako, B OTJINYKE OT HPEABIAYIIErO METOIA, IIPEII0KEHHBIN BTOPOI METO/
OKPECTHOC UgtOano €0 e ero MeToja, IpeaioKe OpOH METO,

ANTOPUTMUYECKA OBLT 3HAYUTEIFHO 00JI€e BBITOJHBIM.
B 1951 romy Opula omyGmukoBaHa oueHb BaxkHas pabora ['. VBeHca, maromero Teopemy
CYIIECTBOBaHUS pelleHus o1Ho(ha3HOI oHOCIOWHOH 3aaun CTedana B Clieyrolel TOCTaHOBKE:

ou (x,t) _ azu(x,t)

, O0<x<x(¢), t>0,

ot o’
ou (x,t) _
ox - ’
u (x, t) o) = 0, (5)
ou(x,1) —
Ox x=x(t) ’
x(O) =0

Wurerpupys ypaBHEHHUE TEILIONPOBOIHOCTH B 3a1a4e (5) mo obmactn 0 < x < x(¢), a 3atem, ucrnons3ys

KpaeBbIC YCIIOBUH, I'. UBenc MoJay4acTt

x(1)
x(t) =t— u(x,t)dx.

0
Ilycts byHkIus U (x,t ;h) SIBJISIETCS PEIICHUEM paccMaTpUBaeMoOi KpaeBo# 3ajauu (5) mpu 3aJaHHOM

TpaHulEe X = h (t) Torna, Noyb3ysiCh MOHOTOHHOCTBIO (DYHKIMU h (t), I".MIBeHC IOKa3bIBAET CXOIUMOCTH

HUTCPALIMOHHOT'O Ipo1ecca

x,.4(2)
x,(t)=t- I u(x,t;x, ) dx
0

K PEIICHUI0 UCXOTHOM 3amadH (5).

Bcernen 3a BaknO# pabotoit I'. MBenca mosumick uccnenoBanus 1. Cectunn, [x. dyrnaca, T. Iaiin,
O.A. Oneiinnk, b.M. bynaka, @.I1. BacunseBa, A.b. Ycnenckoro, M. Jlotkuna, U.B. @ps3unHoBa 1 apyrux
W3BECTHBIX YYEHBIX (CM., Hampumep, [7], [15-18] u cnHMcok COOTBETCTBYIOIIEH JIUTEPAaTyphl B HHX).
O.A. Oneiinuk B padote [17] BBesa nouHstre 00 0000meHHOM perieHnu 3ana4un CredaHa, eAMHCTBEHHOCTh U
CYIIIECTBOBAHHE KOTOPOTo 00ECIIEUMBACTCS B KJIACCE M3MEPUMBIX OrpaHMYCHHBIX (hyHKIuiL. Jloka3bIiBaeTcs,
4TO 00OOIICHHOE pEICHHE COBIANACT C KIACCHYCCKUM pEHICHHEM B CiIy4ae, KOTJa KIacCHYECKOe
pemerne cymectByer. O.A. OneiHUK paccMaTpUBaia BOIPOC O CXOAUMOCTH MPEII0KEHHOTO W PA3BUTOTO
€10 METo/ia, He 3aHUMasiCh BOIIPOCAMH YHCICHHOTO pemeHus 3amadun Credana. 31ech BaXKHO OTMETHUTD,
yto Metoj uccuenoBanus O.A. ONeHUK HE MO3BOJSET MONYYUTh HUKAKOW HMH(DOPMAIMHA O CTPYKTYpe
TpaHUIIBI pazaena ¢a3 ¥ 0 TOM, B KaKOM CMEICIIE 0000IIEHHOE pelIeHIE 3a1a9X yIOBICTBOPSIET YCIOBHIO
Credana.

[anee He pa3BHUBas ONMMCAaHUE UCTOPUH, KPATKO OCTAHOBUMCS JIMIIh HA METOJIE, IIPEATIOKESHHOM B
1958 romy B.I'. Menamenom (cM. [19]), mOCKOIBKY MpemIOKeHHBI B JAHHOM ITyHKTE€ HOBBIH METOX
CBEJICHUS TpHUMEHsCTCS (MLTIOCTPUPYETCs) HUMEHHO K ofHodasHou 3amaue Credana, mocTaHoBKa
KOTOPO# MICHTUYHA IIOCTAHOBKE, paccMoTpernoi B.I'. Menamenom B padote [19].

Urak, mycts GyHKIUS U (x, t ) uy (t ) eCTh peleHue cieayrorie 3anaun Credana:

8u(x,t) B 82u(x,t)
o o

, O<x<y(t), 0<t<T <<, (6)
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”(x=t),:0:h(x)’ OSxSy(t), (7)

u(x,t)| =@(t), 0<t<T, ©)

u(x,t)x:y(t)zgoz(t), 0<t<T, )

Ou(x.1) =y'(t), 0<¢<T, (10)
ox =s(0)

y(O)=l>0,

h(1)=¢,(0), an

¢1(0):h(0)5

rae QyHKIuKu h(x) , @ (l‘ ) " Q, (t ) IPEANONaraloTCsl U3BECTHEIMU (BYHKIUSAMU CBOHX APTyMEHTOB,
npudeM Wit VX, , X, € [O,y(l‘)] uus Vi i, € [O,T] CIpaBe IMBEI HEPABEHCTBA h()c1 ) . h(x2 ) >0,

o, (t] ) x) (tz) 20 u @, (l‘1 ) @, (l‘z) > (), T.e. OHU SBJISIOTCS 3HAKOMOCTOSIHHBIMK B PACCMATPUBAEMOM
ob6macTw.

Oo0parHas 3aiaua CrehaHa cocTout B onpeneneHnd QyHKuuin U (x, t ) uy (t ) u3 (6)-(11).

3ameuanue 1. B.I'. Menamed paccmampuean 3adauy (6)-(11) npu ycrosuu @, (t ) =0, umo

AGNACHCA YACHMHBIM CIyYAeM PACCMampueaemon namu ooaee oowien 3adauu Cmegana.
Unes metoma B.I'.Menamena cOCTOHT B CIEAYIOMIEM: CHaYala BBOOUTCA QyHKINS

def x

U(x,t) = u(x,t)+(p1(t)~ m—l ,

a 3aTeM JOKa3bIBAaeTCs, YTO BBEACHHYIO (DYHKIUIO U(x,t ) MOXHO HCKaTh B Buae psina Pypee mo

CHHYyCaM, T.€.

v(x,t)= Zw:An (t)-sin%.

n=l1 y t)

Janee, moqauHsist UCKOMbIe QyHKIUH U (x, t) uy (l‘) KpaeBbIM M HAYaJILHBIM yCIOBUM 3a1aun Ctedpana
(6)-(11), B.I'Mename[ CTpOUT CYETHYIO CHCTEMY OOBIKHOBEHHBIX NU(P(QEpEeHIHATbHBIX YPaBHEHUN ISt

onpeieeHus y(t) u An(t) (n:1,2,...). JloKa3bIBaeTCA, 4YTO YCEYEHHE €€ J0 CHCTEME,

coziepxaniel nepsbie 7 koddduuuentop A, naer NpUONMKEHHOE pPEIIEHHE 3a/aul, KOTOPOE MpH
N —> 00 CcTpeMHUTCS K PEIICHHWI0 HCXOMHOW 3aJadd B HEKOTOPOM JIOCTATOYHO MAalloOM HHTEpBaie
BPEMEHH, JUINHA KOTOPOTO CTPEMUTCS K HYJIIO BMECTE C JUIMHOIN [ HauanbHOI 06IIACTH CYIIECTBOBAHHS
paccMaTpuBaeMoit (asbl.

B nmocnexyromux pabortax B.I'. Menamena npeayoxKeHHBIH METO OBLT pacIpOCTpaHEH Ha APYTHE
3a[auy TOrO K€ TUNa. B 3aKiroueHre OTMETHM, YTO CYLIECTBEHHBIM JIOCTOMHCTBOM MeTtoaa B.I'. Menamena
SIBJSIETCSI €ro JIETKO Pealii3yeMOCTh Ha KOMITbIOTepax. MIMeHHO 3TOT (akT 3aciyKEeHHO Ccejajl METOo[
B.I'. Menamena ofHUM U3 PacnpOCTPAaHEHHBIX METOAOB YMCIIEHHOIO PEUICHMs IIUPOKUX KJIACCOB 3a1ad
cTeaHOBCKOIO THIIA.

Hrak, cHoBa paccMorpuM ojHodasHyto 3agady Credana (6)-(11), B KOTOpOH, B OTIHYHE OT

B.I'. Menamena, He peaosaraem, 4ro @, (t ) = (). Takyro nocranosky 3anaun Ctedana B JanbHeHIIEM
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Oynem Has3BaTh 0000mIeHHON 3amadedi Credana (B cMmbicne, 9To (QyHKIMS (@, (l‘) TOXIECTBEHHO HE
paBHa Hy/r0). Hameidr 3amadeii siisiercst ompeneneHue (QyHKIHMMA u(x,t) u y(t) u3 (6)-(11) npu
M3BECTHBIX MCXOAHBIX faHHbIX [, T, h(x), (03 (t) u Q, (t) Jnst aT0TO, C 1ENbl0 M30aBICHUS OT

HCKOMOH GyHKIMU Y (t) B obOactu paccMotpenus 3amadu Credana, cHadana mposeneM B 3amade (6)-(11)

HEBBIPOKACHHOC HCOPTOTOHAJIBHOC npeoGpa3OBaHHe

{x=z-y<r>,

t=r.

IIpoBexns mpeobpazoBanue, OyaeM UMETh:

O6nactsb {0 <x< y(t)} X {0 <t< T} npeobpasyeTcs B 061acTh {0 <z< l}x {O <r< T} ;

8u(z,r) _ Ou(x,t) @ N 6u(x,t) @ _ 8u(x,t) ~y(2'); 12)
0z ox  0z|,_, ot 0Oz|,_, Ox

qu(z,r) 0 au(z,r) _qu(x,t) 5
" _E( = ) a0l )
. 8u(z,r) _ Gu(x,t) @ N 6u(x,t) ﬂ _ Gu(x,t) -z y'(r) au(x,t) a4

or ox  Ot|._, ot 0t ox ot
W3 (12) u (13) nomy4um, 4to
8u(x,t) 1 Ou(z,'r)
= . 0

ox y(r) oz y(z‘);t (1

nu
2 2

8u(>2c,t): 21 ‘8 u(zz,r). a6)

ox y (2') 0z
A u3 (14) nonmyyaem, 4To
ou(x,t) oul(z,r) Ooul(x,t ,

(o) o) oulnd) )

t ot ox

B nocnennem paBeHCTBE, YUUTHIBas BeIpaskeHHE (15), momydnmM OKOHYATEITFHO
8u(x,t) _ Ou(z,r) .. y (T) . au(z,r). a7

ot or y(r) 0z

Teneps yuntbiBas ¢opmyinsl (15)-(17) B coorBercTBylOomMX Mecrax 3anmaud (6)-(11), oxoHUaTEIBHO
UMeeM CIIEYIONIYIo IpeoOpa3oBaHHyI0 0qHO(a3Hy0 3amady CredaHa B 0000IIEHHOH TOCTAaHOBKE:

ou(z,7) 1 'azu(z,z')*_z‘y’(r).au(z,r)

or y? (z‘) oz’ y(r) 0z

u(z,7)

, O0<z<l 0<7z<T, (18)

:h(z), 0<z<1, (19)

=0
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Foz(/)l(r), 0<7<T, (20)

=g02(r),OSz'ST, 1)
rae QyHKIus @, (Z’ ) TOKJECTBEHHO HE paBHA HYIIIO,

8u(z,r)

e | =y(7)-)'(r), 0<z<T, (22)
y(O):l>0,
h(1)=9,(0), (23)
(pl(O):h(O).

Temneps, Kak U B MPEABILIYNIMX MYHKTaX JAHHOTO Maparpada, npeacTaBUM UCKOMYIO (QYHKIIHIO

u(Z,Z') B BUEC

u(z,r):Ul(r)+z-UZ(T)+j(z—§)-U3(§,T)d§. (24)
VuutsiBas B (24) rpannunsie yerosus (20) 1 (21), notydny

U (5)=0,(c).

U,(5)= 0. ()=, (7)= [ (1-8) U, (£.5)a

CJie/10BaTENBHO, 0

u(z,z’)=(l—z)-(pl(r)+Z-(p2(z')+{j;§~(z 1 +jz } U, (&, 7)déE . 25)

[anee, moacrasisis npeacrasieHue (25) B ypaBHenue (18), ¢ yuerom HavanmbsHOTro ycnoBus (19), nomyunm

222'1) Us(z,7))dr +Z',:[(ln(J’(T1))) . X

S ey

Y
ﬁ’é:*'.[(ég 1)}U3(68971)d§+¢2 (Tl)_¢1 (Tl)}dz-l - (26)

1

Dg N+ [z-(¢ }U(f 0)dE=(1-2)-0,(t)+z-0,() — h(2).

z

3areM, yunTbiBas (25) B (22), nonydum

y(z'):\/lz +2'I((/72(71)_(/71(Tl))d71 +2'jd71I§'U3 (§,rl)d§ . (27)
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CretoBaresibHO,

, 0:(D) = () + [ &-U (&,7)dé
(n(»())) = g L — . (28)
P42 [(p,(r) = i(x))dr, +2- [dr [ £-U (&,7,) dé

0

[oncranoBku dopmyn (27) u (28) B (26), mpUBOAAT K HENHHEHHOMY WHTETPATbHOMY YpPaBHCHHIO
Bounbreppa st onpenenenns gynkuun U, (Z, 2') , (Z, T ) € [0, 1] X [0, T ] . Bonpocer cymiectBoBanus n

€IMHCTBEHHOCTH PEIICHUS MOJIYYSHHOTO IOCTATOYHO CIIOKHOTO WHTETPATbHOTO YpaBHEHUS eIle He
WCCIIEIOBAIUCH aBTOPOM. OTH BOMNPOCHI OCTAIOTCSl MOKa OTKPBITHIMH. HackoilbKO HaM H3BECTHO, B
JIOCTATOYHO OOMIMPHOM JHUTEpaType M0 TEOpPHH HEIMHEHHBIX MHTETPANbHBIX ypaBHEeHHH BomibTeppa, k
COYKaJICHUIO, OTCYTCTBYIOT HCCIICOBAHUS aHAIOTHYHBIX WHTETPAIBHBIX ypaBHeHHA. OTMETHM, YTO LIENb
JTAaHHOM pabOTHI 3aKITF0YAIaCh JIUIIb B HIUTFOCTPAIIUM MPUMEHHUMOCTH TPEII0KESHHOTO METO/Ia CBEICHHS
HUCXOJHOW 3aJaud K MHTErpajlbHOMY ypaBHEHHIO Bonbreppa. MTak, He BO3Bpalasck K BOIPOCY
Pa3penInMOCTH MTOTyYEHHOTO CI0KHOTO HEIMHEHHOTO MHTErPAIbHOTO YpaBHEHUS BombTeppa, oTMeTnM,

aro ecnu Ob1 pynkmus U3 (Z,T) OblTa pelIeHHEM 3TOTO HEMHEHHOTo ypaBHEHHS, TO 10 3aMKHYTHIM

dopmynam (25) u (27) MOxHO ObUIO ObI HAWTH COOTBETCTBEHHO MCKOMbIE (QYHKIUH U (Z, T ) u y(Z' )

[Hamnee, mpoBeas 00paTHYIO 3aMeHy IEpEMEHHBIX 110 (pOpMYyJIIe

MBI MOYKEM HAHTH UCKOMYIO (DYHKIHIO U (x, t ) U rpaHuny ) (l‘ ) paszaencHus ¢as.

3ameuanue 2. Bo écex evluiepaccmMompeHHblx (6 ucmopuieckom IKCKypce) pabomax npoonema
Cmegana unmepnpemuposanacy KaKk npodaema onpeoeneHus Heu3eecmuoil zpanuyst gas. Oonaxo
A.H. Tuxonoe u A.A. Camapckuit nepevimu 6 mupe ykazanu (cm. [20]) na e6o03mosxncnocmo
HPUHUURUATILHO OPY2020 HOOX004 K HOCMAaHO6Ke U unmepnpemayuu 3a0auu Cmegana. A umenno,

nepeas sadaua Cmepana aensaemca npedenvuviv npu € —> 0 cayuaem kpaeeoii 3adauu

_8u(x,t) 0 .au(x,t)

e L e B

p-c(u)

u (x,t)‘tzo =u, =const >0,

u (x,t)‘xzo =u, =const <0,

ecjiiu
o |k = t, ,1)<0;
k(u(x,t))dzf L= eom u(x )< , p=const>0,
k, = const, u (x,t > 0;
def | c, = t, ,1)<0; +Z
c(u(x,t))s @ =con u(x1) , J‘c(u)a’ule.
¢, =const, u(x,t) > 0; el
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Iooobnaa unmepnpemayus nepeHocCUmca u Ha 3a0a4u ¢ HEAGMOMOOEAbHOW NOCMAHO08KOU. /[na
9IMO20 HEOOXO0UMO 66ecmu YyHKYUIO

def Y

,B(u) = J-c(z)dz+b(u),

Uy
20e

df [0, u<O0;
blu)=
A, u>0;

U céecmu ypagHeHue menionposooOHOCHU K K6A3UIUHEUHOMY YPAGHEHUIO 6UOA

aﬂ(u (x, t)) _ o'u (x,t)
ot ox’

a 3amem u paccmampueams 0Jis He20 00bluHble Kpaesble 3a0ayi.

B 3axiodyeHne xouy BBIPAa3UTh CBOIO MCKPEHHIOK OJarofapHoOCTh akaneMuky Axanemun Hayk
JlatBun mpodeccopy JlarBuiickoro YuuBepcutera A. Byikucy 3a O4eHb IIEHHBIC 3aMEYaHUs, KOTOPHIC
Y4YTEHBI B JaHHOW padoTe. OTMETHM, YTO UMEHHO 1O cOoBeTy Ipodeccopa A. Byiikuca, KOTOpBIH n0aroe
BpeMs BechbMa ycmemHo coBmecTHO ¢ JLU. PyOunHmnTeitHoM 3anmMancs mpobnemamu Ctedana, aBTOp
Ha3BaJI paccMOTpeHHYI0 3anady (18)-(23) obobmenHoit 3anadeir Credana.

b
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METO/I CBEAEHUS OJHOW HEJIUHEWHOM 3AJTAYU JIJISI
YPABHEHUSI KOPTEBET' A-IE ®PU3A K HEJIMHEMHOMY
UHTEI'PAJIBHOMY YPABHEHUIO THUIIA BOJIBTEPPA
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Hnemumym Mamemamuxu Axademuu Hayx Jlameuu u Jlamsutickuil Yuueepcumem
E-mail: sh.e.guseinov@inbox.lv

B nmanHoit pa60Te paccMaTpuBacTCA HeJTMHEHHAas HavgaJIbHO-Kpa€Bas 3aJa4va JJid ypaBHCHUS KopTeBerafue (mea. Ota
HENMHEIHas 3aja4a ¢ IOMOIIbI0 HOBOTO MeTonaa, KOTOpBIﬁ COCTOUT B IPEACTABICHUN HCKOMOM (l)yHKIII/II/I B CII€UAJIbHOM BHIE,
CBOIUTCA K 3aJ1a4€ UIA PCIICHUA HETTMHEWHOTO HHTETPAJIBHOTO YPABHCHUA BOHLTeppa BTOPOTO pojaa.

Kuirouesble cioBa: ypasHeHue Kopresera—ie ®pusa, HenmHeliHOe HHTErpaibHOE ypaBHeHHE BosbTeppa

B nanHo# pabote paccMarpuBaeTcsi BOIIPOC O IPUMEHUMOCTH ONMCAHHOTO B [1-6] HOBOro MeTo/a
K HeNuHeWHOW KpaeBoil 3amade ans ypaBHeHHs KopreBera—me ®pusza. OTMeTuM, 4TO JAHHBIM MeTO,
KOTOPBIM YCIIEIIHO NPUMEHSUICS W TPUMEHSETCS K pPa3iMYHbIM MpPSIMBIM M OOpPaTHBIM JIMHEHHBIM
HavyallbHO-KpPaeBbIM 3aJlayaM MaTeMaTHYeCKOW (M3HMKH, aBTOPOM BIIEPBBIE NPHMEHSETCS K HEKOTOPHIM
HEIMHEWHBIM 3aJadyaM MaTeMaTHYecKOH (H3WKH TakuM, KaK HEIWHEHHBIC 3amadd A ypaBHEHHH
Kopresera—ae ®pusza u Monmxa—Amnepa.

[Tpexxae yeM mepexoauTh K MOCTAHOBKE COOTBETCTBYIOLIECH 3aiaun Ui ypaBHeHUs1 KopTeBera—ne
@®puza, caenaeM KpaTKUH HCTOPHYECKHHA IKCKypC (CM., Hampumep, [7]) B HUCTOPHIO BO3SHHKHOBEHHS
ypasHenust Kopresera—ne @pusa, a Takke BKpaTLe HATOMHUM HCTOPUIO CTAHOBJIEHHSI TEPMHHA «COIUTOH»
B 00J1aCTH TEXHHKH.

OTKpBITHE COJIMTOHA KaK (pu3ndeckoro siBneHus: orHocures k 1834 r., korna [Ixon Cxorr Paccen,
HIOTJIaHACKUN (QU3MK W TaJaHTIUBBI HMH)KEHEep-u300peTarelib, MOMYYHI IPEJIONKEHHE HCCIeI0BaTh
BO3MOXKHOCTH HaBHUTrallM¥ NAapoBBIX CYOB IO KaHaIy, COeAUHsIOMmeMyY DauHOypr u [nasro. B To Bpems
MepeBO3KN I10 KaHAJy OCYLIECTBIUINCH C IOMOIIBI0 HEOOJBINMX OapX, KOTOPHIE TAIIMJIHM JIOIIA/H.
YroOb! BBISICHUTB, KaK HY>KHO IepeoOopyioBaTh Oap)ku IpH 3aMeHe KOHHOHM TATW Ha mapoBylo, Paccen
HavaJl BeCTH HaOMIoJeHus 3a Oap)kaMM pasMyHON (OPMBI, JBIKYIIMMHUCS C Pa3HBIMHU CKOpocTsmu. 1 B
XOZIe 3THX ONBITOB OH HEOXHMIAHHO CTOJKHYJICS C COBEPIIEHHO HEOOBIYHBIM sBieHHeM. [Ix.Paccen
OIIHCaJ ero B CBOEM «JloKkiaze o BoHax», ¢ KOTOPBIM BRICTYIHI Ha 3acenannn Koposeckoro Ob6mectBa
B 1844 roma: «...5 cmemnn 3a NBMKEHHEM Oap:kKu, KOTOPYIO OBICTPO TAHYJA IO y3KOMY KaHAIy Iapa
Jomaned, korga Oapka HEOXKHMAAHHO ocTaHOBWiIach. Ho Macca BoAbl, KOTOpyro Oapxa IpuBena B
JBIKEHHE, cOOpaach OKOJIO HOCA Cy[HA B COCTOSIHUM OELIEHOTO JBHKEHMS, 3aTEM HEOXKHMIAHHO OCTaBHIIA
ero Io3ajau, KaTsACh BIIEpe] C OTPOMHON CKOPOCTBIO W HpHHUMAS (OpMY OOJIBIIOrO OAWHOYHOTO
BO3BBIIICHUA — OKPYTJIOTO, I'NIaIKOTO U YE€TKO BBIPAXKCHHOT'O BOJAAHOTO XOJIMa. On poaoJKal CBOM IIyTb
BIIOJIb KaHaJjla, HUCKOJIBKO HEe MeHss cBOei (OpMBbI M HE CHMXKash CKOpPOCTH. Sl mociemoBall 3a HUM
BEPXOM, U KOTJIa HarHaJ €ro, OH MO-NIPEXXHEMY KaTHJICS BIEpe]l CO CKOPOCThIO NPUMEPHO §-9 MUJIb B yac,
COXpaHWB CBOW NEpBOHAYAIBHBIN NPOQMIb BO3BBIIEHUS JIMHONW OKOJIO TPUALATH (QYTOB U BHICOTOH OT
¢yra no momyropa ¢yroB. Ero BbICOTa mocTeneHHO yMEHBIIANach, U MOCIE OJHON WM IBYX MHIb
MIOTOHH S TTIOTEPSUT €T0 B M3rM0ax KaHamay.

Paccen HazBan oOHapy)KEHHOE UM SBJICHHE «YCAWHCHHON BONHOW TpaHCIAnum» (wave of
translation). OmHaKo ero cooOmieHrWe NMpPU3HAHHBIE ABTOPUTETHI B OONACTH THUAPOIMHAMHUKH, J[KOpIK
Oiipu n Jxopmk CTOKc, MmojaraBIne, YTO BOJHBI NIPH IBIKCHUU Ha OOJBIINE PACCTOSHHS HE MOTYT
COXpaHATh CBOIO (POpMy, BOCHPHHSIM CKENTHYECKH. [ 3TOro y HuX OBUIM BCE OCHOBAHHMS: OHHU
UCXOJWIN W3 OOIIETNPHHATHIX B TO BPEMs YPABHEHMH TUAPOAMHAMUKH. [Ipu3HaHME «yeIMHEHHOW)
BOJIHBI, KOTOpasi ropa3io nosxe, B 1965 rony, yuensimu u3 IlpuacToHckoro yHuBepcutera H.3a0ycku u
M.Kpackanom, Oblia Ha3BaHa COMUTOHOM («solitary wavey), mpousonuio eule npu xu3Hu Paccena.
prILI)I HECKOJIbKUX MATEMAaTHUKOB JOKa3ajd, 4YTO TaK Ha3bIiBacMasd «YyC€AUHCHHAs» BOJIHA MOXKET
cymiecTBoBaTh. KpoMe T0Oro, ObIIIM MOBTOPEHBI U MOATBEPKAEHBI OBITH Paccena. OnHaKo Criopsl BOKPYT
COJINTOHA BCE XK€ €llle JIOIT0 He MPEeKpaIlaliich — CIUIIKOM BeJIMK ObuT aBTopuTeT Diipn 1 CTOoKCa.
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OKOHYATEIbHYIO SICHOCTh B MpOOJeMy BHECHM TOJUIaHIACKUEM yueHwld Jluaepuk MoxanHec
Kopreser u ero yuenux I'ycraB ne ®@pus. B 1895 roay, uepe3 Tpunanuats aet nocie cmeptu Paccena,
OHM HAITM TOYHOE yPaBHEHUE, BOJHOBBIE PELICHHS KOTOPOrO MOIHOCTHIO OMHUCHIBAIOT MPOUCXOAAIINE
npouecchl. B mepBoM npHOMMKEHHN 3TO MOXKHO MOSICHUTH clieayronM obpazom. Bomasr KopreBera—ne
®pu3a NMEIOT HECHHYCOUIATIBHYIO (HOPMY M CTAHOBATCSA CHHYCOWAAIBHBIMHU TOJIBKO B TOM CIlIydae, Korja
UX aMIUINTyJa O4eHb Maia. [Ipy yBemmueHn  [UIMHBI BOJIHBI OHH IIPHOOPETAIOT B AATEKO OTHECCHHBIX
JIpyr OT Jpyra ropOOB, a Ipu OYEHb OOJIBIION JUIMHE BOJHBI OCTACTCS OIWH TOPOWK, KOTOPBIH M
COOTBETCTBYET «yEOUHEHHOI» BonHe. YpaBHeHue Kopresera—ne dpuza mMeno odeHb OOJBIIOE 3HAUCHUE
JUIL pa3BUTUS HAyKu BO BTOpPOH mosoBuHe XX BeKa, KOrzaa (pU3MKM MOHSIM €T0 YHHBEPCAIBHOCTh U
BO3MOXKHOCTh IPMJIOXKEHHUS K BOJIHAM pas3sIMuHOl nmpupoasl. YpaBHeHue Kopresera—ne ®@pusa onucsiBaeT
HEJIMHEWHbIE BOJIHBI, YTO COIPSDKEHO C ONPEEIeHHBIMH TPYAHOCTSIMH, OOJIBIINMH, Ye€M NIPH UCCIIEIOBAaHUH
JUHEWHBIX BOJH. JIMHEWHBIe BONHBI MOAYMHSIOTCA NPHHLUIY CYNEPHO3ULUH, T.€. NPU HAIOKEHUU
HECKOJIKMX JIMHEHHBIX BOJIH ()OpMa pe3yJbTHPYIOIIEH BOJIHBI ONPEAEISIETCS MPOCTHIM CIIOKEHHEM
UCXOJHBIX BOJH. JTO MPOUCXOIUT MOTOMY, UYTO KaXKAas BOJIHA PACHPOCTPAHSETCS B CPEJe HE3AaBHUCUMO
OT JPYTHX, MEKIYy HUMH HET HU OOMEHa SHeprueid, Hu HHOTO B3aMMOJEHCTBHSI, OHM CBOOOHO TPOXOMST
OIHAa 4epe3 Ipyryro. MHBIMH cloBaMH, NPUHLOUI CYNEPHO3HLIUU O3HAYAaeT HE3aBUCHMOCTb BOJH, H
MMEHHO TI03TOMY MX MOXXHO CKJIaJbIBaTh. IIpM OOBIYHBIX YCIOBHSX 3TO CIIPABEIIMBO ISl 3BYKOBBIX,
CBETOBBIX U PAJUOBOIIH, a TAK)KE IJI BOJIH, KOTOPbIE paCCMaTPHUBAIOTCS B KBAaHTOBOM Teopuu. Ho g
BOJIH B )XKMJKOCTH DTO HE BCETJa BEPHO: CKIAABIBATH MOXXHO JIMIIb BOJIHBI OYEHb MaJlOW aMILIMTYJBI.
Ecnu nonsitateest cnoxuts BonHbl KopreBera—ne ®pusa, To BooOIIe HEIb3s MOIYYUTh BOJHY, KOTOpas
MOXET CYILIECTBOBATb: YPAaBHEHUs THMAPOAMHAMUKM HEIUHEHHBI. 34€Ch Ba)KHO IOMYEPKHYTh, HYTO
CBOMCTBO JIMHEHHOCTH aKyCTHYECKHX M JJIEKTPOMArHUTHBIX BOJH COOJIIOaeTcsi, Kak ObUIO yXKe
OTMEUYEHO, IPU OOBIYHBIX YCIOBUSX, O] KOTOPHIMH IOJPa3yMEBaIOTCs, MPEXIE BCEro, HEOOJbIIUE
amMIUIMTYB! BosiH. Ho 4TO 3HAuuT «HEOOBIINE aMIUIUTYAb»? AMIUTUTY I 3BYKOBBIX BOJIH ONpEAEISCT
TPOMKOCTb 3ByKa, CBETOBBIX — HHTEHCUBHOCTb CBETA, a PaJHOBOIH — HANPSHKEHHOCTH 3JIEKTPOMATHUTHOTO
nosnst. PapgnoBernanue, TeneBuaeHue, TenedoHHAs CBsI3b, KOMIIBIOTEPHI, OCBETHUTENbHBIC HPHUOOPHI U
MHOTHE JIpyTHe YCTPOHCTBA pabOTAIOT B T€X CAMBIX «OOBIYHBIX YCIOBHSIX», IMES JIENI0 C Pa3HOOOPa3HBIMU
BOJIHAMH MAaJIOW aMIUIMTYyabl. ECK ke aMINTUTYyAa pe3KO yBEIMYHUBAETCS, BOIHBI TEPSAIOT JTUHEHHOCTD, U
TOrZAa BO3HUKAIOT HOBBIE SIBJIICHUS. B aKkycTuke JaBHO U3BECTHBI yJapHBIE BOJIHBI, PACIPOCTPAHAIOIHUECS
CO CBEPX3BYKOBOM CKOpOCTBIO. IIpuMephl yInapHBIX BOJH — PacKaThl IpoMa BO BPEMs TI'PO3bI, 3BYKH
BBICTpENIa U B3pbIBA U JaXKE€ XJIONAHbE KHYTAa: €ro KOHYMK JBIDKETCA ObIcTpee 3Byka. HemuneiiHble
CBETOBBIE BOJIHBI IOJy4alOT C MOMOILIBIO MOIIHBIX HMMITYJIBCHBIX JIa3epoB. IIpoXokaAeHHE TakMX BOJH
Yyepe3 pas3iIMyHble Cpe/ibl MEHSET CBOWCTBAa CaMUX Cpejl; HaOJIIOAAIOTCS COBEPLICEHHO HOBBIE SBJICHUS,
COCTaBJIAIONINE IPeAMET U3y4eHUs HelMHeHo# ontuku. Hanmpumep, Bo3HUKaeT CBETOBasl BOJIHA, AJIMHA
KOTOpOW B JiBa pa3a MEHbILE, a YacTOTa, COOTBETCTBEHHO, BABOE OOJIbIe, YEM y BXOISILEro CBETa
(MpoucXoANT TeHepauusi BTOPOH IapMOHMKHM). Eciii HampaBuTh Ha HEIMHEHHBIH KpHCTAlLI, CKaXeM,

MOILHBIH J1a3epHbId My4oK ¢ AuHOK BonHbl ¢, =1,06 Mkm (MH(pakpacHOe M3TydeHHE, HEBHAMMOE
rJIa30M), TO Ha BBIXOJIE KPHCTaUla BO3HUKAET, KpoMe MH(PAKPACHOTO, 3€JICeHBIH CBET C JNTMHOW BOJIHBI
¢, =0,53 mkm. Ecnu HenuHeiiHble 3BYKOBBIC M CBETOBBIC BOIHBI OOPa3sylOTCs TONBKO B OCOOBIX

YCIIOBHSIX, TO THIPOIMHAMHUKA HEJMHCWHA M0 CaMON CBOEW MpHpojie. A TOCKOJBKY THIPOJWHAMHKA
MPOSIBIISIET HEIMHEHHOCTD YK€ B CAMBIX IMPOCTHIX SIBICHUSIX, TIOYTH CTOJETHUE OHA PAa3BHBANACh B IIOJHOM
W30ILIUN OT JTUHEHHOU Pu3uKH. J[eno B TOM, 9TO HUKOMY IIPOCTO HE MPUXOAMWIO B TOJIOBY UCKATh UTO-
0o moxokee Ha «yeOMHEHHYIO» BOJHY Paccena B Ipyrux BOTHOBBIX SABJICHUAX. M TOJBKO TOTAA, KOTOA
OpuH pa3zpaboTaHBl HOBBIE O0NACTH (M3MKK — HENWHEHHBIE aKyCcTWKa, pamuodm3mka W OmnTHKa —
WCCIIeIoBaTed BCIIOMHHWIN O cOJIMTOHe Paccena m 3amaiuch BOMPOCOM: TOJBKO JIM B BOAE MOXKET
HaOmonaTecsl mojgo0Hoe sBiueHue? s 3Toro Hago OBUIO MOHATH OOIMIMK MeXaHu3M OoOpa3oBaHUI
COJIUTOHA. Y CIIOBHE HETMHEHMHOCTH OKA3aJI0Ch HEOOXOUMBIM, HO HEJIOCTATOUHBIM: OT Cpebl TpeOOBaIOCh
€Il YTO-TO, YTOOBI B HEH CMOIJIa POAUTHCS «yCIUHCHHAs» BOJHA. M B pe3ysbTaTe MCCICOBAHUI CTAIO
SICHO — HEJOCTAIOIIMM YCJIOBHEM OKa3aJoCh HalU4YWe JUCHEpCHH cpenbl. Kak M3BECTHO, AMCIEPCHEH
HA3bIBACTCS 3aBHCHUMOCTh CKOPOCTH pacrhpocTpaHeHust (a3bl BOJIHBI (Tak Ha3biBaeMOW (a3oBoi
CKOPOCTH) OT YaCTOTBI WJIH, YTO TO K€ caMoe, JJTUHBI BOJIHBI. HecnHyconaanpHy0 BOJIHY JIF000H (GOpMBI
mo w3BecTHOW TeopeMe Dypbe MOXKHO TPEACTABUTh COBOKYITHOCTBIO IPOCTBIX CHHYCOUIATBHBIX
COCTABJIAIONINX C Pa3IHYHBIMU YacTOTaMU (JJTMHAMH BOJIH), aMIUIUTYIaMU U HAa4adbHBIME (ha3aMu. ITH
COCTaBIIONINE W3-32 JAWUCHEPCHH PACIPOCTPAHSAIOTCS C PAa3TUIHBIMUA (Da30BBIMH CKOPOCTSIMH, HTO
TIPUBOIMT K Pa3MBIBAaHHIO (DOPMBI BOJTHBI IIPH €€ pacmpocTpaHeHud. Ho COMUTOH, KOTOPEII TakKe MOKHO
MIPECTABUTh KaK CyMMY YKa3aHHBIX COCTaBJIIOIINX, PU ABIKCHHU CBOIO Qopmy coxpanser. [logemy
3TO TPOUCXOANT? BCIOMHUM, YTO CONMTOH — BOJIHA HENMMHEWHas. IMEHHO M3-3a HETMHEHHOCTH OKa3bIBACTCS,
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YTO COJMTOH BO3HUKAaeT TOTAa, Korna 3(G@eKT HEeTMHEHHOCTH, NeNalolmid «rop0» coiluToHa Oolee
KPYTBIM M CTPEMSILIUHICS ero ONpPOKHHYTh, YPaBHOBEIIMBAETCS AWCIIEPCHEH, Neraromield ero Ooiee
MOJIOTHM U CTPEMSILEICs ero pasMbITh. JIpyrumMu cI0BaMu, COJIMTOH BO3HHUKAET Ha CTHIKE HEIMHEHHOCTH
W IUCHEPCHH, KOTOPhIe KOMIICHCHUPYIOT OpyT Apyra. Hampumep, MpennoioXuM, 4TO HA ITOBEPXHOCTH
BOJIBI 00pa30Balics TOPOUK, KOTOPHI Hadal rmepeMenarsesi. [locMoTpuM, 9To OyIeT, eciy He YIUTHIBATh
mucriepcuto. CKOpPOCTh HENMHEHHON BOJHBI 3aBUCHT OT aMIDIHTYABl (y JHHEHHBIX BOJH TaKOW
3aBHCHMOCTH HeT). beicTpee Bcex OyaeT ABHTaThCs BEpIIMHA TOPOMKA, W B HEKOTOPBIA CIETYIOLIHHA
MOMEHT ero nepeiHuii GpoHT craHeT kpyde. KpyTusHa GppoHTa yBEIMUUBACTCS, U C TEYCHUEM BPEMEHH
MIPOM3OUIET «OIPOKHUIBIBaHNE» BOMHEL. [10100HOE ONpOKHUIBIBaHNE BOH HAOIIONAaeTCA BO BpeMsI Ipruoos
Ha MopckoM Oepery. Terepb MOCMOTpHUM, K YeMy HPHBOAUT HaJW4ue Aucriepchu. [lepBoHadanbHbIli TOpOUK
MOXKHO TIPEICTaBUTh CYMMON CHHYCOMJAJIBHBIX COCTAaBJIAIONIMX C Pa3IMYHBIMU JJIMHAMH BOJH.
JIMMHHOBOJIHOBBIE COCTABIISIIONIME OEryT ¢ OOJNbIIEH CKOPOCTHIO, YeM KOPOTKOBOJIHOBBIE, H, CJIEIOBATEIILHO,
YMEHBIIAIOT KPYTU3HY NepesHero GpoHTa, B 3HAUMTEIIHLHON CTEIIeHN BhIpaBHUBas ero. I1pu onpeneneHHON
¢opme U ckopocTH ropOMKa MOKET HACTYIHUTH IMOJHOE BOCCTAHOBJICHHUE IIEPBOHAYAIBHOH (OPMBI, U
Torya oopasyercs coauToH. KpoMe Toro, 0HO U3 yIMBHUTEIBHBIX CBOHCTB «yEIMHEHHBIX» BOJIH COCTOHUT
B TOM, YTO OHH BO MHOTOM NOJOOHBI yYacTWIaMm. Hampumep, MpH CTONKHOBCHHWH [Ba COJHMTOHA HE
MIPOXOMAT IPYT depe3 Opyra, Kak oOBIYHBIC JTHMHEHHBIC BOJNHEL, a KaK Obl OTTAJIKUBAIOTCA APYT OT APYyTa,
KaK TIpU CTOJKHOBEHHH 3JaCTUYHBIX MIapuKoB. Ha Boje MOTYT BO3HHKATh COJHMTOHBI M APYTOTO THIIA,
Ha3BaHHBIC TPYNIIOBBIMHA, TaK KaK MX (OopMa BeChbMa CXOAHA C TPYMNIIAMU BOJH, KOTOPHIE B PEAbHOCTH
HaOJI01al0TCSl BMECTO OSCKOHEYHOM CHHYCOUIAFHON BOJHBI M ITEPEMEINAIOTCS C TPYMIIOBOH CKOPOCTHIO.
I'pymmoBo#i coMMTOH BeChbMa HAIIOMHUHAET aMIUTATYIHO-MOIYJIMPOBAHHBIE JIEKTPOMArHUTHBIE BOJIHBI; €T0
orubaromias sBIsIeTCs] HECHHYCOMAAILHOM, OHa OIMCHIBAETCS OoJiee CIIOXKHOM (DYHKLHEH — TUIepOoInYecKuM
cexaHcoM. CKOpOCTh TaKOTO CONUTOHA HE 3aBUCHUT OT aMIUTUTYbI, M 3TUM OH OTJINYAETCSI OT COJIUTOHOB
Kopresera—ne ®pwus3a. [log orubaromiel, kak mpaBmio, Haxoautcs He Oonee 14-20 BosrH. Camast BRICOKAS
BOJIHA B IPYIIIIE OKA3bIBAETCsl, TAKUM 00pa3oM, B MHTEpBAJIE OT CeIbMOM 110 necaTol. IMeHHO oTcrona u
BO3HHUKJIO U3BECTHOE BBIPAXKEHUE «AEBATHIA Ba». KpoMme BhIIIENEPEUNCIIEHHBIX, CYIIECTBYIOT U APYTrHe
TRl CONIUTOHOB, HAIMPUMEP COJHTOHBI B TBEPIBIX KPUCTANTMYECKUX TelaX — TaK Ha3bIBaCMEIC
TUCITOKannyd (OHM HANOMHUHAIOT «OBIPKM» B KPUCTAJUIMYECKOH pEIIeTKE H TOXE CIIOCOOHBI
TepEeMEIaThCs), POJCTBCHHBIE UM MAarHUTHBIE COJNIMTOHBI B (peppOMarHeTHKax (HampuMep, B Kelese),
COJIMTOHONOJOOHBIE HEPBHBIE HMITYJIbCHI B JKMBBIX OpraHM3Max M MHOTHE Apyrue. B cBa3m ¢
«TOMYJISIPHOCTBIO» COJHUTOHOB B IIOCIEAHHE TOIBI OTPAHMYMMCS JIUIIb KPAaTKHUM PacCMOTPEHHEM
ONTUYECKUX CONMUTOHOB. ONTHYECKHE COIMTOHBI B TOCIETHEE BpPEeMs NPHUBICKIN BHUMaHHE (QH3HKOB
BO3MOYKHOCTBIO MX HCIIOJIb30BaHMS B BECbMa MEPCHEKTUBHBIX JIMHUSAX ONTHYECKOM cBA3H. OnTHYECKHUH
COJIUTOH SIBJISIETCSl THIMYHBIM TPYHIIOBBIM COMUTOHOM. Ero o0pazoBaHie MOXKHO YSCHUTh Ha MpUMeEpe
OJTHOTO U3 HEJMHEHHO-ONTHYECKUX d(P(PEKTOB — TaK HA3bIBAEMOH CAMOWHIYLIUPOBAHHOM IPO3PayHOCTH.
OroT 3¢ deKT 3aKmouaeTcss B TOM, YTO Cpeja, MOMJIONIAIoNas CBeT HeOOJIbUION MHTEHCHBHOCTH (T.€.
HeNpo3pavHasi), BHE3AIIHO CTAHOBUTCS IPO3payHOil NMPU MPOXOKIAEHUN CKBO3b HEE MOIIHOTO CBETOBOTO
uMITysibca. YToObI MOHATH, IOYEMY 3TO IPOUCXONUT, BCIIOMHUM, YeM O0OYCIIOBJICHO IOTJIONICHUE CBETA B
BemiecTBe. [lemo B TOM, YTO CBETOBOH KBaHT, B3aWMOJCHCTBYS C aTOMOM, OTHAET €My JHEPTHIO H
TepeBOAUT Ha Ooyiee BBHICOKUI IHEPreTHYECKU YPOBEHB, TO €CTh B BO30YXIeHHOE cocTosHue. DoToH
TIPH 3TOM HCYEe3aeT, T.e. cpela Iorjomaer cBeT. [lociae Toro Kak BCe aTOMBI Cpeabl BO30YXKTAKOTCH,
TIOTJIOIIEHNE CBETOBOM PHEPTHH NPEKpaIIaeTcsi — cpela CTaHOBHUTCS Ipo3pauHoil. Ho Takoe cocTtosHme
HE MOXXET JUIHTHCS JONTO: (POTOHBI, JIETSAIINE CIEOM, 3aCTaBIISIFOT aTOMBI BO3BPAIIATHCS B HCXOJHOE
COCTOSIHUE, UCITyCKas KBAHTBI TOW K€ 4acTOThl. VIMEHHO 3TO M MPOMCXOJUT, KOTAa Yepe3 TaKyl Cpery
HAINpaBysieTCsl KOPOTKHH CBETOBOM HMMITYJbC OOJBLION MOIIHOCTH COOTBETCTBYIOLIEH YacTOTHI.
[epennuii (GpoHT uUMITyJbCa MEpeOpachiBaCT aTOMbI HA BEPXHUH YPOBEHb, YACTHYHO IIPU ITOM
TIOTJIONIAsACh M CTAHOBACH ciabee. MakCMMyM MMITyJIbCa MOTJIOMIAETCS YK€ MEHBIE, a 3aAHU (pPOHT
HMITyJIbCa CTUMYJIUPYET OOpaTHBIM Iepexoj ¢ BO30YKIEHHOTO YpOBHS K OCHOBHOMY. ATOM H3JlydaeT
(oToH, ero sHeprusi BO3BPAILACTCS MMILYJILCY, KOTOPHIH M HPOXOAWT yepe3 cpexy. IIpu stom dopma
MMIyJIbCa OKAa3bIBAETCS COOTBETCTBYIOUICH TPYNIIOBOMY COJHTOHY. VICIONB30BaHHE ONTHYECKUX
COJINTOHOB, COXPAHAIONINX CBOIO (HOpMy MpPHU PacHpOCTPaHEHHUH, MO3BOJSIET OCYIIECTBUTH ITOJHOCTHIO
ONITHYECKYIO Tepeavdy CHTHaja Ha PacCTOSIHHSA A0 5-6 ThICSY KmiiomeTpoB. OmHAKO, HA IyTH CO3MAHUS
«COJINTOHHOW JIMHHUN» HMEIOTCS CYIIECTBEHHBIE TPYOHOCTH, KOTOpBIE YAAIOCh MPEOIOJNIETh JIWIIb
HeaBHO. BO3MOYKHOCTB CYIIECTBOBAaHHS COJIMTOHOB B ONTHYECKOM BOJIOKHE Mpeickas3an eme B 1972
rofly u3BecTHbIN (u3MK-TeopeTk Akupa XaceraBa, corpyaHuk ¢upmbl «Bell Laboratories» (CILA,
mrat Hero-/[xepcu). Ho B TO Bpems elie He ObLIO CBETOBOJOB C HU3KMMHM MOTEPSAMH B TeX 00J1aCTsIX
JUIMH BOJIH, TJI€¢ MOXXHO HaOJIOJaTh COJMTOHBI. Jleno B TOM, 4YTO ONTHYECKHUE COJUTOHBI MOTYT
pacIpocTpaHsIThCsl TOJIBKO B CBETOBOJE C HEOONBLIMM, HO KOHEYHBIM 3HaueHHeM aucrepcuu. OmHako
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OINTHYECKOTO BOJIOKHA, COXPaHSIOLIEr0 TpeOyeMoe 3HaUeHHe AUCIIEPCUH BO BCEH CHEKTPAJIbHOW MIMPUHE
MHOTOKaHAJIBHOTO IIepelaTuiKa, IIPOCTO HE CYMIECTBYET. OTO JeNaeT «OOBIYHBIE» COJIUTOHEI
HETPUTOJHBIMU IS MCIOJIB30BAHUS B CETSAX C JUIMHHBIMH JIMHUSAMHE Tepenadd. [103ToMy HeoOXOIuMBI
IpyTHe, «HEOOBIYHBIe» CONMUTOHEI. [lomXxomsias COMUTOHHAS TEXHOJOTHS CO3JaBaiach B TEUCHHUE psaa
net o pykooactBoM JlnHHa Momenayaspa, Bemymiero cnenpanicta OTaena onTHIecKUX TEXHOJIOTHHA
¢upmer «Bell Laboratories». B ocHOBY 3To#l TexHOJOTMH Jeria pa3paboTKa ONTHYECKHX BOJIOKOH C
yIpaBIsIeMOW JIMCIIEPCUEid, MO3BOJMBIIAS CO3aTh COJHUTOHBL, ()OPMa HMMIYJIBCOB KOTOPBIX MOXKET
MOJIICPKUBATBCS HEOTPAaHWUEHHO monro. IIpum oOBIYHON meperade MO ONTHKO-BOJIOKOHHBIM JIMHHSIM
CBSI3M CHUTHAJ JIOJDKEH MOJIBEPraThcs yCHIIeHHo yepe3 Kaxapie 80-100 kumoMeTpoB (YCHIUTEIEM MOXKET
CIIYXHUTh CaM CBETOBO/I IIPH €r0 HAaKayke CBETOM ONpEJIeIEHHON AMuHBI BOJIHBI). Uepe3 kaxasie 500-600
KWJIOMETPOB IPUXOJAUTCS YCTaHABIMBATh PETPAHCIATOP, NPEeoOpa3yrolMii ONTHYECKUH CHIHAlI B
JNIEKTPUYECKHH C COXpaHEHHEM BCEX €ro MapaMeTpoB, a 3aTeM BHOBb B ONTHYECKHH CHUTHAN MIJIs
JanbHeled nepenaud. be3 3Tux Mep CUrHain Ha paccTosiHuuM, npesbimaomeM 500 KuUIoMeTpos,
HCKaXkaeTcst 10 Hey3HaBaeMocTH. CTOMMOCTh 3TOro 0OOpyZOBaHMSI OYEHb BBICOKA: Iepeliada OIHOTO
tepabuta (1024 6ur) uupopmarmn u3 Can-Dpanrmcko B Hpio-Mopk 06xomutcs B 200 MHIUTHOHOB
JIOJJTAPOB Ha KXKIYIO PETPAHCISIMOHHYIO CTAaHIIO. BKpartiie, MeTo 1 yIpaBIeHH COCTOUT B CIICAYIOIIEM:
BEJTMYIHA JIFICTICPCHH TI0 JUTHHE BOJIOKOHHOTO CBETOBOJIA TIEPHOIITISCKI U3MEHSETCS MKy OTPHUIIATEIEHBIM
U TOJIOKUTEIBHBIM 3HAUYCHUAMH. B TepBOi CEKIIMU CBETOBOJA WMIYJIBC PACIIUPSCTCS U CABHTACTCS B
OJTHOM HampasieHuH. Bo BTOpoii cekunu, Meromel AUCIepCHIo IIPOTUBOIIOIOKHOTO 3HAKA, IIPOUCXOASAT
CKaTHe UMITYJIbCa U CABUT B OOPATHOM HAIPaBJICHUH, B Pe3yJIbTaTe 4ero ero (popMa BOCCTaHABIMBACTCS.
IIpn nanpHeiimeM ABWXCHWH HUMITYJIbC OISTH PACHIMPSETCSA, 3aTEM BXOAUT B CIEAYIOIIYIO 30HY,
KOMIIEHCUPYIOLIYIO JEHCTBUE MPEABIAYLICH 30HBI, U TaK Jajee, T.. IPOMCXOAUT LUKIMYECKUN IIPOLECC
pacliMpeHuil U cxaruid. VIMIyJnbCc MCHBITBIBAET IYJIBCALUIO [0 INUPUHE C IEPUOJIOM, PAaBHBIM
PacCTOSHUIO MEXIY ONTHYECKUMH YCHIHMTENsIMH oObrdHOrO cBeroBoaa (ot 80 mo 100 kuiomerpos). B
pesyJbrare, 1o 3asBieHuto JI.Mosuenayspa, curnan npu ooseme nadopmannu 6osee 1 repabura Mmoxer
npolTH 0e3 peTpaHCisAyM, N0 MEHbIIEH Mepe, 5-6 ThICSY KWJIOMETPOB CO CKOPOCThIO mnepenaun 10
TUrabuT B CEKYHIy Ha KaHal 0e3 KaKux-Ti00 NCKaKEeHUH.

3akaHuMBas BHIIEU3IOKEHHBIN HCTOPHUECKUI SKCKYPC, CIenys GyHIaMEHTAIbHONH MOHOTpapum
[8], oTmMeTnM, 9TO CyIIECTBYIOIINE YHCTO MAaTEeMaTHYECKHE HMCCIEJOBAHUS M PE3YJIbTAaThl 110 JAHHOMN
TEMaTHKE, B OCHOBHOM, SBJISIOTCS YTOYHEHHEM TeX WM MHBIX MaTeMaTHYECKUX MOJEIEH C IOMOIIbBIO
YHCJIEHHBIX PpE3yJIbTaTOB, MOJYYSHHBIX MPU IPOBEJCHUH pPEANbHbIX (U3MYECKUX IKCIEPUMEHTOB.
[ToaTOMY MOXHO CKa3aTb, YTO [0 CHX IOp He cymuiecTByeT (cM. [8]) Kakoit-nmnbo 3akOHYEHHOH U o01Iei
MaTeMaTH4eCcKOi KOHLEILUH, [0 KOTOPOl MOXKHO OBbLIO OBbI allpHOpPHO JaTh OTBET O Pa3peliMMOCTH Kak
paccMatpuBaemoi Hike 3amaun (1)-(5), Tak u kiacca 3a7ad4, moJg00HBIX ITOM.

VYpasuenue KopreBera—ae @pusza uMeeT ciaeayronui BUI:

on(x,t) 3 |g © 1, o’n(x,1)
o= e a-nx,)+—n*(x,t)+—o-—-24 |,
o 2\ el @ D) o
P T
rae O :?__, l €CTh FHy61/IHa KaHa.Ha, O eCThb HpOI/I3BOJIbHa$[ KOHCTaHTa, T SAIBJISICTCA
p-g

IMOBCPXHOCTHBIM HaTSHKEHUEM, ,0 €CTh IIJIOTHOCTH JKUIKOCTH.

Kak nokazano B pabore [8], m3meHeHneM Mmacmitaba (C HOMOIIBIO MHBAPUAHTHBIX TI'PYIIIOBBIX
npeoOpazoBanuii H.X. M6parumoBsa, cM., Harpumep, [9]), 3T0 ypaBHEHHE JIETKO IPUBOJHUTCS K CIICTYIOLIEMY
BUJTY:

ou(x,t) —6-u(x.f)- ou(x,t) ’u(x,t) .

ot ox ox®

Termepp  mepexoauM K  MareMaTH4ecKOM  IIOCTaHOBKe  3aaaud. [lycte  QyHKOuA

()

u(x,t)eC 2! {[O,Z ] X [O,T ]} ynoBieTBopsier ypaBHeHuto Kopresera—ne ®pusa (1) B OTKphITOM

obnacru (x,t) € (O, [ ) X (0, T ] , HAYaJIbHOMY yCJIOBHIO

u(x,t)|_, =h(x), xe[0,/] @)
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U TPAaHUYHBIM YCJIOBUAM

u(x,b| _, =), te[0,T], 3)
u(xb| _, =o,), te[0,T]. )
o, )_a”(x Dl tefo,T]. )

3anaua coctout B onpeneneaun Gynkiuu U(X,1) u3 (1)-(5) npu M3BECTHBIX HCXOAHBIX JAHHBIX
I,TeR', h(x)eC' [O,I], o 1), o, (1), p,(t) C' [O,T] , ipraem N(0) =, (0), h(l)=¢,(0)
n 0'(0) =¢,(0).

Teneps NepexoUM K PEIIEHUIO NOCTaBIeHHOM 3a1aun (1)—~(4). Jlist 3TOro npejcTaBuM MCKOMYIO
dynxuuro U(X,t) B cnenyromem Buse:

ux,t)y=U,(t)+x-U (t)+ U (t)+% I(X—§)2~U4(§,t)d§. (6)

VYuuteiBas cHayana rpaHudHoe ycioBue (3), a 3aTeM u rpaHu4Hoe ycioBue (5) B mpezcraBicHuu (6),
JIETKO MOJIYyYUM

U,(1) =g ),
U, (1) = py(1).
CrenoBaTteibHo,

X

Ut =@ 0+ X- ¢3<t>+ Y (t)+— [(x=¢) U & nde.

0

Ortcrona, a Taxke U3 ycinoBus (4) IOIy4dnM, 9TO

2 2 2 | —
U(X t)—l IX ¢1(t)+xz ¢z(t)+¥'¢3(t)+

+{j E(1- x).(l .(j;x)— x-(1 —5)) _I[[X.\(/IE__f)JZ}U“(g’t)dé (7)

0 X
Beenem CJIEAYIOIHUE OIIEPATOPHI CIIEINAJIBHOTO BUA!

o258 U L,

T

Torga, yauteiBas (7) B ypaBHeHHH (1) ¥ BOCIOJIB30BABIINCH HAYAJIBHBIM YCIIOBHEM (2), 1OCIE HEKOTOPBIX
JIOCTATOYHO TPYIOEMKHX MPeo0pa3oBaHuid, MOJYyIHM OKOHYATEILHO

BXU4(§,t)+j‘U4(X,r)dr—6-j.BXU4(§,T)-CXU4(§,T)dr— (8)

—6-[ A (x,7)-BU, (&7)dr -6 [ A(x,7)-CU,(&7)dr = F(xt),
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rae npasasd 4acCTb

F(x,t)dih(x)—A(x,t)+3-j.(A2(x,T)) ’dr )

X
0
aByisieTcs u3BecTHOM (ynkumeit. B (9) dynkums A (x, t ) omnpezensiercst GopmyIion

vr-g Pl Gt )]
MEEE= - ,

VYpasHenue (8) ¢ npaBoii yacTbio (9) sBISETCSI HEMMHEHHBIM MHTErPAJbHBIM YpPaBHEHHUEM THIIA
BouneTeppa BTOpOro poga. YpaBHEHHS MOJOOHOTO THUIA JOCTATOYHO HOAPOOHO M3YyUEHBI B HEKOTOPBIX
CIELHUATIBHBIX MOHOTpa(HsiX, ITOKTOPCKHX AMCCEPTALMAX M CTAThsIX MO0 HEJIMHEHHBIM HHTETPaJIbHBIM
ypaBHEHISIM (cM., HarpumMep, [10-17] 1 criucok COOTBETCTBYIOIIECH TUTEPATyphl B HUX). B 3THX padorax
pasHBIMHU crioco0aMn 0OOCHOBAHO CYIIECTBOBAHUE PEIICHHS HEIMHEHHOTO MHTETPAIBbHOTO YPaBHEHUS
MOA0OHOTO THIA, HAIIPUMEp, JOKA3aHO, YTO MPUHLUI CXKATHIX OTOOPaKCHUH IPUMEHUM K yPaBHEHHIO
(8) u mpu HEKOTOPBIX YCIOBUAX, HAKIAABIBAEMBIX HA TMPABYI0 YacTh U AAPO, JAHHOE YPaBHEHHE MOKHO
pELINTh METOAOM IOCIIEA0BATENbHBIX MpHOIMKeHni [Inkapa.

Wrak, pemnB uHTErpanbHoe ypaBHeHHE (8) ¢ mpaBoi 9acThio (9), MBI MOXKEM HaWTH HEU3BECTHYIO

@ (1) + @,(7)+ @y(7).

dynxumo U, (x,l‘ ) 3arem o Qopmyine (17) nerko HaxoauTCs MCKOMasi (QYHKIHS u(x,t ) , koTopas

ynosietBopsiet 3agade (1)-(5).

B 3axiodyeHne Xo4y BBIPA3UTh CBOK MCKPEHHIOI OarofapHOCTh akajneMuky Axanemun Hayk
Jlareuu npodeccopy Jlarsuiickoro Yuusepcurera A. Byiikucy n npodeccopy MHcruryra MeHemkmenTa
Wudopmannonnsix Cucrem FO.H. IllynnHy 3a nosje3Hble KOHCYJIbTallUH.

Kpome Toro, He Mory He BBICKa3aThb OCOOYIO IMpHM3HATENBHOCTH Ipodeccopy JlarBuiickoro
VYuusepcutera X. Kanucy 3a neHHbIe 3aMeuaHysl IpU THIATENBHON MPOBEPKE NMEPBOr0 BaApHAHTA JAHHOU
pabotsl. Bce oHM yuTeHBI aBTOpOM.
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METO/I CBEAEHUS OBIIENA HEJIMHEMHOM 3A JAYA
JIJISI YPABHEHUSI MOHKA-AMITIEPA
K HEJIMTHEHHOMY UHTEI'PO-TU®PEPEHIIUAJTBHOMY
YPABHEHUWIO THUIIA BOJIbTEPPA

II1.D. TYCEMHOB

HUnemumym Mamemamuxu Axademuu Hayx Jlameuu u Jlamsuiickutl Yuueepcumem
E-mail: sh.e.guseinov@inbox.lv

B nanHOl pabore paccmarpuBaeTcs HeJMHEHHas KpaeBas 3ajada Uil ypaBHeHHs MoHxa—Amrepa. JTa HelMHEHHas
3a/1a4a C MOMOIIBI0 HOBOTO METOAA, KOTOPBIl COCTOMT B HPEACTABICHUN MCKOMOW (PyHKIMH B CIICLHAIBHOM BHJE, CBOAUTCS K
3ajaye IS PELICHUS HETMHSHHOT0 HHTerpo-TuGpepeHIHaIbHOTO ypaBHeHUs BobTeppa.

KioueBble ciioBa: ypaBHeHHe MoH)a—AMIiepa, HeJMHEeHHOe HHTErpo-auddepeHIranpHoe ypaBHeHHe THITa BobTeppa

B nanHo# pabote paccMarpuBaeTcsi BOIIPOC O IPUMEHUMOCTH ONMCAHHOTO B [1-6] HOBOro MeTo/a
K HEeJIMHEeHHON KpaeBoi 3amaue ans ypaBHeHHs Momka—Amnepa. OTMETHM, 4YTO JaHHBIH MeETOZ,
KOTOPBIM YCIIEIIHO NPUMEHSUICS W TPUMEHSETCS K Pa3iMyHbIM MPSIMBIM M OOpPaTHBIM JIMHEHHBIM
HAYaJIbHO-KPAeBhIM 33/1a4aM MaTeMaTHYeCKOH (M3MKH, aBTOPOM BIEPBBIE NPUMEHSETCS K HEKOTOPBHIM
HEJIMHEHHBIM 3a/lauaM MaTeMaTHYecKOH (DM3MKM TakuM, KaK HeJIMHEHHBIe 3aJaud Uil YpaBHEHUH
Kopresera—ae ®pusza u Monxa—Amnepa.

VYpaaenue Momka—Amnepa Bo3HHKAET (cM., HaripuMmep, [7,8]) mpu pemeHnn HEKOTOPHIX 3a7ad
ra30BOH TWHAMHKH, METEOPOJIOTHH, 00paTHBIX 3a1a4d auddepennnansHoi reomeTpun u T.1. B padore 8]
(cM. TakXe CIHMCOK COOTBETCTBYIOLIEH JINTEpPAaTypbl B HEH) CHCTEMAaTHYECKU H3JIOKEHBI HEKOTOPBIC
MHBapHaHTHBIE penleHus ypaBHeHHS Momxa—Awmrepa. Tam ke npuBeleHa TPpyNIoBas KiIacCH(HUKAIHs
pa3IUYHBIX MOJENE, CONPSHKEHHBIX ¢ 3a1a4aMy IJIs ypaBHeHHs MoHxa—AMiiepa.

[ycts pynxums u(x, y), (x, y) € [O,I1 ] X [0,12] YAOBIETBOPSET ypaBHEHUI0O MoHxka—AmMmepa

Sux,y) Fulxy) _ ou(x,y) du(x,y)) Fulx,y)

b b b b 1
o’ oy’ ox oy o’ M
2 2
B x’y’u’ﬁu(x,y)jau(x,y) guxy) - x’y,ujau(x,y)’ﬁu(x,y) 0 u(xz,y)+
ox oy Ox0y Ox oy oy

Pu(x.y) |

+| 85N ,0<x<l, O<y<],
ox0y

U CJIEAYIOIIHNM YCIIOBUSM:
u(x,y)|_, =¢ (), yel[0.4,], @
u(x,y)|,_, = ¢:(x), xe[0,4], 3)
u(x,y),_, =e,(»), ye[0,5], @
u(x,y)| , =@,(x), x€[0,4]. (5)
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Kpome ToOro, mycrs QyHKIHM () (y) € CZ [0,12] , O (x) S C2 [0,11] s, O (y) € C[O, 12] ,

¢4 (X) S C [0, ll ] YAOBJICTBOPAIOT YCJIOBUAM COTIJIACOBAHHOCTH, T.C.

?(0) =,(0),
@ (1,) = ,(0),
@,(1) = p;(0),
@,(1,) = ,(1,).

(6)

ou(x, y) au(x,y)j B[x o, C5) 8u(x,y)j

x oy o oy
, C(x, o, Q07) Ou(x. )

R TpeOyroTcss HenpepbIBHAs AU(p(HEepeHIINPYyEeMOCTh 10 KaXIOMy U3
ox oy

CBOMX apryMeHTOB. B jajipHeilieM mMokaxeMm, 4TO OT 3TUX KO03(D(UIKEHTOB-QYHKIHMHA JTOCTATOYHO
TpeOOBaTh OrpaHUYEHHOCTH €€ YaCTHBIX IIPOU3BOAHBIX IEPBOI0 NOPAAKA [10 IIEPEMEHHBIM X U ) .

B (1) ot ko3 duumentrex pynxmuii A [x, . u,

Urak, 3anaua coctout B onpenenenud Gynkuuu U(X, y) u3 (1)~(6). [ns ee pemenns cHosa

pasnoxkuM uckomyro gynkumo U(X, ) :

u(x,y)=Ul(X)+Uz(y)+y'Ua(X)+x'U4(y)+f(x—§)'U5(§,y)d§+

+f(y—n)-Ué(x,n)dmjdéf%(én)dn- M

VYurem (2)-(5) B (7). Torna umeem
Y

U,(0)+U,(»)+y-Us(0)+ [ (y=1)-Ug(0,m)dn = p,(»),
0

UL+ U0+ - Us)+4-U, () + [ (=€) - UEndé+ |, 0<y<i,

+[(v=n)Uamdn + [dE[U, (& mydn = p,().
U,(x)+U,(0)+x-U,(0)+ [ (x=&)-Uy(£,0)d¢ = 9, (x),

U (x)+U, (L) +1, - Us(x)+x-U, (L) + [ (x= &) Us(E,L)dE+;, 0<x<I,.

O C—y

X

+j(’z —U)'Ué(xaﬂ)dﬂ+Id§jU7(§,77)d77 = p,(x),

Ortcrona u u3 pasnoxxeHus (7), yauTbIBast yCIOBHS COITIaCOBAaHHOCTH (6), OIy4YnM

2.1 — 2.1 —
3-u(x,y) = —¢,(0)+ }"~<o1(y>+ ; y~¢2<x>+lf-¢3<y)+ll-¢4<x>—
1 2 1 2
X y
1, U (&)~ 1,,Uq(x.n)+ [dE[ U, (En)dn., ®)
0 0
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ric HOBOBBEICHHBIIT orepatop [, 5 €CTb MHTETPAJIBHBIN OIIEPATOP CHELHAIBHOTO BHA

wa(l(a)-a)-B "D(l(a)-p)«a
fa,ﬁ-z{I(l( l)(a))ﬂ+£(l( l)(a/;) },dﬂ, o

0

o [, a=x,
3nech [ (Ot) =
L, a=y.
Temepsr yurem ¢opmymst (8) B ypaBHeHmH Momka—Amriepa (1). Torma momaydmM, 9TO CYIIECTBYIOT

CJICJYIOIINE OTHOIICHUSI-3aBUCUMOCTH MEXKIY TI0Ka YTO HEU3BECTHBIMH (YHKIIUSIMU U s (x,y),

Uy (x,y) u U, (x,y):

X y

[£[U; (&m)dn+1, U5 (6.0) =00~ 00 - 0:(0) + 7 0,0). (10)
fdéfU Em)dn+1,,Uq(xn) =40 =g (1) = ¢2<x>+l pu(x). (an
U (x y)- U, (x y)+B X, y,u Ou Ou =U (x y)-{U (x y)— (12)
AT ’ ’6x’6y A oA

—A X, y,u 5auaau -C xayauaé_u’a_u 'U(,(xﬂy)'
ox Oy ox Oy

U3 (10) nosnydaem, uto oTHomEeHHE Mexkay GyHkuusamu U s (x, y) ulU 7 (x, y) HMeeT BUJ

y

j d +9,"(x). (13)

0

Ananoruuso u3 (11) nomydaem, 4to otHomeHne Mexay gpyuxumsvu U g (x, y) ulU, (x, y) UMEET BUJ

LU, (&, ,
Ué(x,y)=f$d§+¢l () (14)

VYunteBas (13) u (14) B (12), nonyuum

) +oU, (x, L oU, (&,
Uf(x,y)+B(x,y,U7(x,y)).U7(x’y)_J' 7a(x n)dﬂ‘j a(j y)df—

ou, (f )’)

_[%" (x)- é(x,y,U7 (x,y))} : .IT’df —[gol" (»)- Z(x,y,U7 (x,y))} X
I—dﬂ @, (J’)'(Pz” (x)—Z(x,y,U7 (xay))'(/)zﬁ (x)_ (15)

—E(x, »,U, (X,y))'%" (y) ’
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Tac s KOMIIAKTHOCTH 3aITuCHU 0003HAYCHBI

def

Z(x,y,U7(x,y))EZ xayajidéjiU7(§377)dnﬂji U, (x,m)dn J- (&, »)dE |,

0 0

-

B(x,3,U, (x,y)) = B| x, 3, [d£[U, (&n)dn, [U, (x.n)dn, [U, (&,7)dé

def __

C(x.2.U; (x,9)) = C| %3, [dE[U, (&) dn, [U, (x.n)dn, [ U (&,y)dE |-

3amenuB B (2.1.24) mepeMeHHble X M ) COOTBETCTBEHHO Ha & W 7], a 3aTeM, MHTEIPHPOBAB

IMOJIYUYCHHOC PAaBEHCTBO 110 HepCMeHHOﬁ 5 oT O J0 X U 10 HCpeMeHHOfI 77 oT O a0 y , IOJIYyYUM

[de[B(£0.U, (1)) Us (&m)dn - [dE[ U, (£,9)-U, (v, )+

+Id5fu7(s,n>-[u7 () ~Us (&) M~ [ 0 (x) 0/ (£) |-V, (.5)dz+

o'—.k

+j£d§j£6(§l’y’U7(é’y))'U7(§ay)d§1—jidfj.d j‘ 9‘!1,77, é:l, ))

7(‘5377)61951 -

0 & é
pA y v

_”:(01, (y)_¢1, (U)J'U7 (x,?])d77+jd77IA(x,771,U7 (xaﬂl))'U7 (X’U)dﬂl - (16)
0 0 7

—jdgfdnf oA (& Us (5.1)) U, (&.m)dn, =[¢2' (x)-o, (WH@'U%@' (0)}—

0 0 n aé

X

‘Idfﬂ (&n.U; (&m))-0." (6)+C(&mU, (61))- 9/ (n)}dn .

VYpasaenue (16) sBIsSETCSA CI0XHBIM HHTETPO-TU(PepeHIIHaTbHEIM YpaBHEHHEM IS HAXOXKACHUS

Pysxmm U, (x, y) . [Ipn onpeneneHHbIX ycnoBusix (cM., Hanpumep, [9]-{18] u crmcok cooTBeTCTBYIOIMIEH
JUTEPATYPhl B HYX), HAKIAIBIBAEMBIX HA HCXOJHBIC JAHHEIE () ( y) @, (x) , @ TaKXKe Ha Kod(HUIIEeHTHI

A, B u C, moxHo mokasaTh, 4To (CM. YNOMsSHyTble pabGOThl) MPUHIMI CKATBIX OTOOpaKeHWil
IpUMEHUM K YypaBHeHuto (16), M HaHHOE YypaBHEHHE pEIIaeTCsl METOAOM II0CIEJOBaTEIbHBIX
npubmmkenuit [Tukapa.

3amerumM, 4to HWHTErpo-auddepeHmanbHoe ypaBaeHue (16) mpeBpamaercs B Oornee mpocToe

HelMHeHHoe UHTerpo-1uddepeHIraIbHOe ypaBHEHUe epBoro posa, ecau koddduuuentst 4, B u C
ABISIOTCA (QDYHKUHMAMH JIMIIL apTyMEHTOB X W ). B 3TOM ciydae, [1isi paspeliuMOCTH TIOTy4EHHOTO

GZ(x,y) ﬁé(x,y)
o oy

HEJIMHEWHOTO WHTETPAIbHOTO YpaBHEHHS HEOO0XOAWMO TpeboBaTh, YTOOBI

OBUTH OTpaHUYCHHBIMH.
Wrak, mpu BBILIEYNIOMSHYTBIX YCIOBHAX Hem3BeCTHas GyHkuus U, ( x,y) HaXOJUTCSl U3

CJICAYIOLICTO HEJIMHEHHOr 0 HUHTETPAJIbHOI'O YpPaBHCHHS IICPBOro poJia METOAOM MNPOCTBIX I/ITepaL[I/Iﬁ
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(BepHee, BMECTO WCXOJHOTO YpPaBHEHHsSI TIEPBOTO pOJa PACCMATPHUBACTCS U PEIIACTCS HEMWHEHHOEe
MHTErPaJbHOE YPaBHEHHE BTOPOrO POJa, KOTOPOE MOMYYAETCsl M3 UCXOJHOTO ypaBHEHHUs 100aBICHHEM

cnaraemoro 6-U, (x, y) B JIEBYIO 4acTh ypaBHEHHs, ryie napameTp & sBJsETCS 10CTATOYHO MAJIbIM MO

MOJTYJTIO 3HAUCHIS):

dg

o'——.x
O"—;‘<

B(n)-U, (&n)dn-[dE[U, (,)-U, (xmdn+

X

+Jaefu, () [U, (), (£ in- [ 0) (v)-0) ()] U, (£.3)de +

0

51, ).

+Id§i5(é’y L(&y)dé - Idéjdnj U, (&n)dE - (17)

y

- [(01'(y)—(ﬂl'(ﬂ)]U7(xﬂ7)d77+Ed I X771 (xaﬂ)dﬂl_

S Gy

Juefanf TR e yan [ (-0 O] ol (-0 0)]-

X

Jagf[A(en) 0. (£)+C(Em)-o) (n)]n.

0

Onpenenus u3 ypasuenust (17) uckomyro dynkumo U, (x, y), no ¢dopmynam (13) u (14)
HaxoauM (QYyHKIUU U5 (x, y) u U6 (x, y). CrnenoBarensHO, 0 (Gopmyse (8) JErKo ompenensercs

W3HAYaIbHO HCKOMast QYHKIHS U (x, y) , kKoTopast yroBierBopsiet 3agade (1)-(6).

B 3axiodeHne xouy BBIPAa3UTh CBOIO MCKPEHHIOK OJarofapHoOCTh akaneMuky Axanemun Hayk
Jlareuu npodeccopy JlarBuiickoro YHuBepcurera A. bylkucy 3a 1ojie3Hble KOHCYJIbTAllMd U OTPOMHYIO
MOPAJIbHYIO IIOJIEPKKY, O€3 KOTOPOTo aBTOP HE CMOT ObI 3aBEPIIUTH ATy AOCTATOUHO CIOXKHYIO padoTy.

S Taxke cepumeuHo Onmaronapio mpodeccopa JlarBuiickoro YHuBepcutera X.Kammca 3a odeHs
[IEHHBIC 3aMEYaHMs TIPH TILATEIbHON NPOBEPKE IEPBOro BapHaHTa AaHHOM paboTHI.
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(Abstracts)

V. Chlaidze, I. Linde. Six Sigma Method Application to the Perfection of Teaching Effect,
Computer Modelling and New Technologies, vol. 10, No 2, 2006, pp. 7-14.

Innovation is the lifeblood of most organizations. For the majority of organizations, long-term
success is tied directly to the new product development process. Tomorrow’s revenue and growth are
tightly bound to how successful you are at launching new products and services. The Six Sigma
process is increasingly used in corporate practice. Businesses in various industry segments such as
Services industry (Example: Call Centers, Insurance, Financial/Investment Services), Ecommerce
industry (Example: B2B/B2C websites), Education can definitely use Six Sigma principles to achieve
higher quality. Many big businesses such as GE and Motorola have successfully implemented Six
Sigma, but the adaptation by smaller businesses has been very slow. In education, Six Sigma pertains
to improving the quality of matter taught, the character generated of the students, and the quality of
study and students life. Bringing Six Sigma efficiency and performance improvements to education
sectors raises new challenges for quality managers. Six Sigma provided exact tools needed to improve
this costly, critical — and frequently highly inefficient business. Focused on procedures that can be put
to work immediately in education industry, Six Sigma demonstrates how to quickly ensure gains in
key measures of quality improvement. The present article examines an instance of applying the Six
Sigma methodology at the point where the education processes of an institute of higher education
have been defined, its pictorial models have been plotted and are being analysed for future
optimisation. Thus, the group of people working on the project requires a methodology for process
analysis, planning, and a means to ensure permanent quality control.

Keywords: Six Sigma, education, quality of study process

Yu. Shunin and T. Lobanova. System Approach to Language Teaching, Computer Modelling
and New Technologies, vol. 10, No 2, 2006, pp. 15-25.

In this paper we propose some certain definitions to pedagogical phenomena in the process of
language acquisition on the basis of the General Systems Theory (L. fon Bertalanfi, 1937). We
consider a group of learners as a learning system which is reversely charged with a situational
managerial system (i.e. mentoring/teaching staff), thus, forming a constituent structural unit of a
bigger pedagogical system but keeping at the same time, all its main characteristics. Since the
learning system experiences a purposeful external pedagogical influence, it is considered a managed
system. A model of Intelligent System Management has been worked out. The principles developed
are adequate also for other study activities and study courses.

The process of imparting educational information by a mentor is distinguished by its
qualitative and quantitative indices. We regard it as a process of intellectualization of a study group
in connection with the notion of ‘homeokinetic plato’, which actually reflects different intellectual
levels of tested study group, e.g., in a language acquisition. The proposed System of Intelligence
Levels and the Teaching Efficiency Indicator ensure the possibility to estimate the initial level of
learner intelligence and the final result and compare these with a predetermined purposeful goal to see
the efficiency of a study course and the progress of student achievement. These techniques can be
recommended for use to a variety of educational domains.

An empirical study was used to analyze the optimum amount of the language material to be
included into the final test on Business English. The empirical results gave grounds to compile
effectively the examination paper material amount and to define the time for its fulfilment.
Optimization Model of teaching information amount and time distribution has been worked out. The
system approach to language teaching and acquisition allows us to remove the blinders so that we can
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see the educational world in the light that illuminates the whole — the system — and only then there
will be lasting changes for the better.

Keywords: system approach, intelligent system, managerial provision, instructional events,
database, knowledgebase, language decoding, homeokinetic plato, intelligence level, intellectuality,
teaching efficiency indicator, study material optimization.

Yu. Stukalina. New Challenges for the Educational Management in the Knowledge-Based
Society, Computer Modelling and New Technologies, vol. 10, No 2, 2006, pp. 26-29.

The educational system of any country is a sophisticated organism; all physical, social and
cultural factors and conditions influencing the existence and development of the country’s educational
system constitute the so-called educational environment. Friendly environment of the teacher’s and
student’s plays an increasingly important role as strategic component in today’s education — a role that
is transforming a traditional educational system into a flexible, efficient, and extremely capable tool,
which meets the needs of ever-evolving modern society. The last years of the 20™ century have
brought an amazing change in the global educational system, which is now in a state of continuous
evolution. In the 21% century educational managers should be concerned with the educational
environment, which is under the constant influence of modern technological environment, globalization
and the accompanying demographic and socio-cultural changes. Creating an effective and adaptable
educational environment has always been a challenge for education experts. This paper considers the
essential trends and challenges, which constitute the strategic context for the educational management.
It provides the analysis of the educational environment components, which might be used by
education experts for the development of the optimum educational environment.

Keywords: education, management, external / internal environment

R. Avichail-Bibi, D. Fuks, A. Kiv, Ya. Roizin, T. Maximova, A. Gouternakht, V. Shterner.
Software for Simulation of Retention Loss in Memory Transistor, Computer Modelling and New
Technologies, vol. 10, No 2, 2006, pp. 30-39.

A new simulation approach to study physical mechanisms of V, shift in memory transistors is
suggested. The corresponding software is developed on the basis of Molecular Dynamics (MD)
algorithm. Testing of software showed its conformity to the studied problems. The correlations
between parameters of charge carriers injected into Gate dielectric (GD) and physical characteristics
of trapping media (TM) that provide a stable programming state are found. New physical effects
accompanying the V,shift of memory device are revealed. The obtained results are in agreement with
experimental data.

Keywords: Molecular Dynamics, memory transistors

Sergey Orlov, Boris Tsilker. Using of “Synthetic” Traces in Branch Prediction for Computing
Facilities of Transport Systems, Computer Modelling and New Technologies, vol. 10, No 2,
2006, pp. 40-45. (in Russian)

At development of processors for transport systems’ modern computers one of the cardinal
questions is a choice of means against the branch problem in the instruction pipeline. Usually it is
some of branch prediction algorithms. The choice of the most effective from a few tens of the known
algorithms is carried out, coming from the results of their modelling at execution of certain program
applications, presented by traces of these applications. Taking into account strong dependence of
prediction accuracy on nature of application, which trace is used during researches, primary
importance gets the representativeness of the trace, i.e. in what degree the results, got on the basis of
this trace, are warrant for the final choice of algorithms. From these positions, there are reasons to
talk, at least, about five classes of program applications. Statistics of the processes, related to the
branches in programs, for various classes of applications notably differ, conducting to divergence of
prediction accuracy estimations. A concept of "synthetic" trace, being a statistical equivalent of
representative mixture of traces, related to different classes of program applications, is offered in the
work. Some observations on forming of similar traces are made. The results of preliminary
experiments, confirming competence and further effectiveness of the offered approach are brought.

Keywords: branch prediction, application trace, precision of prediction
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0.1. Kostyukova, M.A. Kurdina. Analysis of Optimal Control Parametric Tasks Solution with
Special Lines, Computer Modelling and New Technologies, vol. 10, No 2, 2006, pp. 46—56. (in
Russian)

The paper deals with the analysis of properties of the linear and quadratic tasks solution in the
neighbourhood of regular parameter in case when the optimal control has special lines. It is shown
that when the solution with the specified value of regular parameter is known then with its delta the
structure of solution does not change, and, the solving of the perturbed tasks is reduced to the solving
of corresponding systems of non-linear equations, which concrete forms are defined by a structure.
Theoretical results are confirmed by numerical experiment.

Keywords: perturbed tasks, optimal control, special lines

Sh.E. Guseinov. Method of Reduction of Generalized Stephan’s Problem to Non-Linear
Integral-Differential Equation of Volterra Type, Computer Modelling and New Technologies,
vol. 10, No 2, 2006, pp. 57—67. (in Russian)

In this paper we consider the generalized (in terms of ¢,(¢) # 0) Stephan problem. This inverse
problem is solved with the help of new representation method. The proposed method lets to reduce the
considered problem to the problem for solution of the Volterra nonlinear integral differential equation.

Keywords: Stephan problem, Volterra nonlinear integral differential equation

Sh.E. Guseinov. Method of Reduction of One Non-Linear Problem for Korteveg-De Freeze
Equation to Non-Linear Integral-Differential Equation of Volterra Type, Computer Modelling
and New Technologies, vol. 10, No 2, 2006, pp. 68—74. (in Russian)

In this paper we consider the nonlinear initial-boundary problem for Korteveg-de Vries
differential equation. This nonlinear problem is solved with the help of new representation method.
The proposed method lets to reduce the considered problem to the problem for solution of the second
kind Volterra nonlinear integral equation.

Keywords: Korteveg-de Vries differential equation, second kind Volterra nonlinear integral
equation

Sh.E. Guseinov. Method of Reduction of One Non-Linear Problem for Monge-Ampere
Equation to Non-Linear Integral-Differential Equation of Volterra Type, Computer Modelling
and New Technologies, vol. 10, No 2, 2006, pp. 75-80. (in Russian)

In this paper we consider the nonlinear initial-boundary problem for Monge-Ampere
differential equation. This nonlinear problem is solved with the help of new representation method.
The proposed method lets to reduce the considered problem to the problem for solution of the
nonlinear Volterra type integral-differential equation.

Keywords: Monge-Ampere differential equation, nonlinear Volterra type integral-differential
equation
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COMPUTER MODELLING and NEW TECHNOLOGIES, 10.séjums, Nr.2, 2006
(Anotacijas)

V. Chlaidze, I. Linde. Sesi sigma metodes pielietojums apmacibas efektivitates paaugstinasana,
Computer Modelling and New Technologies, 10.s§j., Nr.2, 2006, 7.—14. Ipp.

Inovacijas ir daudzu institliciju izdzivosanas pamata. Lielakoties institliciju panakumi ir ciesi
saistiti ar jauna produkta attistibas procesu. Ritdienas atdeve un izaugsme ir cie$i saistita ar to, cik
veiksmigi tiek uzsakts jaunais projekts. Sesi sigma process korporativaja prakse tiek pielietots arvien
vairak un vairak. Bizness dazados razoSanas segmentos, tados ka pakalpojumu industrija (piemeram,
Telefonu centrales, ApdroSinasana, Finansu/Investiciju institiicijas), e-komercijas industrija (piem&ram,
B2B/B2C timekla vietnes), ka ari izglitiba pilnigi noteikti var lietot SeSi sigma principus, lai
paaugstinatu kvalitati. Lielie uznéméji, tadi ka GE un Motorola, ir loti veiksmigi ieviesusi Ses$i sigma,
bet, jaatzist, ka mazie uznéméji to ievies loti 1énam.

Autori $aja raksta izpeta Sesi sigma metodologijas piclietoSanas momentu tani punkta, kur tiek
noteikti izglitibas procesi augstakajas macibu iestades, ilustréti modeli tiek ieskic&ti un analizeti
turpmakai to optimizacijai.

Tadgjadi pétnieku grupai, kas strada ar So projektu, ir nepiecieama metodologija procesa
analizei, planoSanai, un nepiecie$ami ar1 lidzekli, lai nodro§inatu tieSu kvalitates kontroli.

Atslegvardi: Sesi sigma, izglitiba, studiju procesa kvalitate

Yu. Shunin and T. Lobanova. Sist€mpieeja valodas apmaciba, Computer Modelling and New
Technologies, 10.sgj., Nr.2, 2006, 15.-25. lpp.

Saja raksta més dodam dazas pedagogiska fenomena definicijas valodu apguves procesa,
pamatojoties uz Visparigas sist€mu teoriju. M€s pienemam apmacamo grupu ka maciSanas sistému,
kura pret&ji ir noslogota ar situacijas organizatorisko sistemu (i.e. mentoru/lektoru personals),
tadgjadi veidojot strukturalas vienibas sastavdalu, kas ietilpst lielaka pedagogiska sisteéma, bet tani
pasa reizg, paturot visas tas galvenas raksturipasibas.

Kops$ apmacibas sistéma pardzivo mérktiecigu argjo pedagogisko ietekmi, ta tiek pienemta ka
pabeigta sistema. Saja petijuma tiek izstradats inteligentas vadibas sistémas modelis. Dotie principi ir
adekvati arT citu studiju aktivitatem un studiju kursiem.

Process, kad mentors sniedz izglitibas informaciju, tiek sadalits péc kvalitates un kvantitates
raditajiem.

Mgs pienemam, ka tas ir process, kas intelektualize apmacamo grupu saistiba ar “homeokinétiska
plato” viedokli, kas faktiski parada dazadus intelektualos Itmenus test€jamai apmacamo grupai, piem.,
valodu apguvé. Piedavata Inteligences limenu sistema un MaciSanas efektivitates raditdjs nodro$ina
iesp&ju noteikt apmacama inteligences sakotngjo limeni un beigu rezultatu, salidzinot to visu ar jau
iepriek§ paredzéto mérki — redzét studiju kursa efektivitati un studenta sasniegumu progresu. Sie
pan€mieni var biit rekomendgti liectoSanai dazadam izglitibas jomam. Empirisks pétijums tika lietots,
lai analiz&tu valodas materiala optimalo daudzumu, kur$ var bt ieklauts Business English beigu testa.
Empiriskie rezultati deva pamatu efektivi sastadit eksaminacijas materialu un noteikt laiku ta izpildei.
Raksta tika izstradats optimizacijas modelis informacijas apguvei un laika sadaljjumam. Sistémpieeja
valodu apguvé mums palidz izvairities no klidam, tadgjadi mes izglitibas pasauli varam redzget
gaisma, kas izstaro veselumu — sistému — un tikai tad btis parmainas uz augsu.

Atsleégvardi: sistémpieeja, inteligenta sist€éma, vadibas nodroSinajums, datu baze, zina$anu
baze, valodas dekod@$ana, inteligences limenis

Yu. Stukalina. Jauni izaicinajumi izglitibas vadiba izglitota sabiedriba, Computer Modelling
and New Technologies, 10.sgj., Nr.2, 2006, 26.-29. lIpp.

Katras valsts izglitibas sist€ma ir izsmalcinats organisms; visi fiziskie, socialie un kulttras

faktori un apstakli, kuri ietekmé valsts izglitibas sist€mas eksistenci un attistibu, sastada ta saucamo
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izglitibas vidi. Pasniedzgja un studgjosa draudziga vide sp&le loti svarigu lomu ka stratégiska sastavdala
Sodienas izglitiba — loma, kas transformé tradicionalo izglitibas sistemu elastiga, efektiva un ipasi
sp&jiga lidzekli, kas risina miizigi attisto$as misdienu sabiedribas vajadzibas. 20. gadsimta pedgjie
gadi ir atnesu$i apbrinojamas izmainas pasaules izglitiba, kas paslaik atrodas evoliicija. Izglitibas
vaditajiem 21. gadsimta ir jabit nomoda par izglitibas vidi, kuru nepartraukti ietekmé moderno tehnologiju
vide, globalizacijas procesi un tos pavadosas demografiskas un sociali kulturalas izmainas. Efektivas
un adapt€jamas kulturalas vides radiSana vienmer ir bijis izaicinajums izglitibas ekspertiem.

Autors $aja raksta piedava pamatvirzienus un izaicinajumus, kas sastada stratégisko kontekstu
izglitibas vadiSanai. Tas nodrosinas izglitibas vides komponentu analizi, ko izglitibas eksperti varétu
pielietot, un lidz ar to arT attistit optimalu izglitosanas vidi.

R. Avichail-Bibi, D. Fuks, A. Kiv, Ya. Roizin, T. Maximova, A. Gouternakht, V. Shterner.
Programmatiira aiztures zuduma modeléSanai atminas tranzistora, Computer Modelling and
New Technologies, 10.sgj., Nr.2, 2006, 30.-39. lpp.

Raksta tiek piedavata jauna modeleSanas pieeja, lai izp€titu atminas tranzistora fizikala
mehanisma V| novirzi. Dota programmatiira ir izstradata uz Molekularas dinamikas algoritma bazes.
Programmatiiras test€Sana paradija tas atbilstibu petamam problémam.

Raksta tiek atrastas korelacijas starp ladina nesgja parametriem, kas injicéts Gate dielektrikT
(GD) un slazdosanas lidzekla (trapping media) fizikalie raksturojumi, kas nodroSina stabilu
programmésanas stavokli.

Tiek atklati jauni fizikalie efekti, kuri pavada atminas ierices V| novirzi. legiitie rezultati sakrit
ar eksperimentaliem datiem.

Atslégvardi: Molekulara dinamika, atminas tranzistors

Sergey Orlov, Boris Tsilker. “Sintétisko” traSu izmanto$ana pareju parego$ana transporta
sisttmu datortehnika, Computer Modelling and New Technologies, 10.sgj., Nr.2, 2006,
40.-45. Ipp.

Izstradajot procesorus miisdienu transporta sist€ému datoriem, viens no kardinaliem jautajumiem ir
cinas veida izvéle ar pareju problému komandu konveijera. Parasti tas ir jelkads no pareju paregoSanas
algoritmiem. Ipasi efektiva izvéle no daZiem desmitiem zinamo algoritmu notiek, pamatojoties uz to
model&Sanas rezultatu, izpildot noteiktas lietojumprogrammas, ko nosaka ar $o programmu trasém.
Nemot véra paregoSanas precizitates cieSu atkaribu no lietojumprogrammas rakstura, kuras trase tiek
izmantota p&tijumu gaita, sevisku nozimi iegiist trases reprezentabilitate, t.i., kada méra rezultati, kas
ir sanemti uz §Ts trases bazes, var kalpot par pamatu algoritmu galigai izvelei. No $Im pozicijam ir
pamats runat vismaz par lietojumprogrammu piecam klas€m. Procesu statistiskie raditaji, kas ir saistiti
ar parejam programmas, dazadam pielikumu klasem butiski atSkiras, kas rada arT paregoSanas
precizitates novert§jumu nevienadibu. Darba tiek piedavata ,.sintétiskas” trases koncepcija, kas parstav
traSu reprezentativu statistisku ekvivalentu lietojumprogrammu dazadam klasém. Raksta ir izteikti
apsveérumi $adu traSu izveidoSanai. Tiek doti ieprieks€jo eksperimentu rezultati, kas apstiprina
piedavajamas pieejas tiesigumu un talakas izmantoSanas lietderigumu.

Atslegvardi: pareju paregojums, lietojumprogrammas trase, paregos$anas precizitate

O. Kostjukova, M. Kurdina. Optimalas vadibas ar specialam Imijam parametrisko uzdevumu
risinaSanas analize, Computer Modelling and New Technologies, 10.sgj., Nr.2, 2006,
46.-56. Ipp.

Darba tiek izskatita linearo un kvadratisko uzdevumu risinaSanas analize regularo parametru
tuvuma gadijuma, kad optimalai vadibai ir specialas Iinijas. Tiek paradits, ka, ja risindjums ar regularo
parametru specifisko vertibu ir zinams, tad ar ta delta risinagjumu strukttira nemainas, un $o uzdevumu
risinagjums tiek reducéts uz atbilstoSo sistému nelinearo vienadojumu risinasanu, kura konkrétas
formas tiek definétas ar struktiiras palidzibu. Teorétiskie rezultati tiek apstiprinati ar skaitliskiem
eksperimentiem.

Atslégvardi: optimala vadiba, specialas Iinijas, parametriskie uzdevumi
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S. Huseinovs. Stefana visparinita uzdevuma apvieno$anas metode ar Volterra integral-
diferencialvienadojumu, Computer Modelling and New Technologies, 10.s€j., Nr.2, 2006,
57.-67. lpp.

Saja raksta tiek izskatita visparinata Stefana probléma (p,(f)#0 izteiksmé). ST inversa
probléma tiek risinata ar jauno reprezentacijas metodi. Piedavata metode atlauj reducet izskatito
problému uz Volterra nelinearo integral-diferencialvienadojumu risinasanas problému.

Atslégvardi: Stefana probléma, Volterra nelinearais integral-diferencialvienadojums

S. Huseinovs. Metode vienam nelineara uzdevuma Korteveg-de Vries vienadojuma
apkopojumam ar Volterra tipa nelinearo integral-diferencialvienadojumu, Computer Modelling
and New Technologies, 10.s§j., Nr.2, 2006, 68.—74. lpp.

Saja raksta autors izskata nelinearo sakumrobeZzas problemu Korteveg-de Vries diferencial-
vienadojumam. ST nelineara probléma ir risinta ar jaunas reprezent$anas metodes palidzibu.
Piedavata metode atlauj reduc@t izskatito problému, lai risinatu otras kartas Volterra nelinearo
integralvienadojumu.

Atslégvardi: Korteveg-de Vries diferencialvienadojums, otras kartas Volterra nelinearais
integralvienadojums

S. Huseinovs. Vispariga nelineara uzdevuma Monge-Ampere vienadojuma apkopojuma metode
nelinearaja Volterra tipa integral-diferencialvienadojuma, Computer Modelling and New
Technologies, 10.sgj., Nr.2, 2006, 75.-80. Ipp.

Saja raksta més izskatisim nelinearo sakumrobezas problému Monge-Ampere diferencial-
vienadojumam. ST nelineara probléma tiek risinata ar jaunas reprezenticijas metodes palidzibu.
Piedavata metode lauj reducét izskatito problému uz problému, lai risinatu nelinearo Volterra tipa
integral-diferencialvienadojumu.

Atslegvardi: Monge-Ampere diferencialvienadojums, nelinearais Volterra tipa integral-
diferencialvienadojums
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The Camera-Ready Copies

PREPARATION OF CAMERA-READY TYPESCRIPT:
COMPUTER MODELLING AND NEW TECHNOLOGIES

A Guide for Authors

A.N. AUTHOR
Affiliation
Institute address

Abstract reviews the main results and peculiarities of a contribution. Abstract is presented always in English or in
English and the second (presentation) language both.
Keywords: main terms, concepts

1. Introduction

These instructions are intended to provide guidance to authors when preparing camera-ready
submissions to a volume in the CM&NT. Please read these general instructions carefully before
beginning the final preparation of your camera-ready typescript.

Two ways of preparing camera-ready copy are possible:

(a) preparation on a computer using a word processing package;
(b) printed copy fitted for scanning.

2. Printer Quality, Typing Area and Fonts

IMPORTANT:

If you produce your camera-ready copy using a laser printer, use a 15 x 23 cm typing area (in A4
format: 30 mm — left, 30 mm — right, 30 mm — top, 30 — bottom, line spacing — single), as in these instructions,
in combination with the 10 points Times font. The pages will then be reproduced one to one in printing.
Fonts

The names and sizes of fonts are often not the same on every computer system. In these
instructions the Times font in the sizes 10 points for the text and 8 points for tables and figure legends
are used. The references section should be in the 10 points font.

3. Format and Style

The text should be in clear, concise English (or other declared language). Please be consistent in
punctuation, abbreviations, spelling (British English), headings and the style of referencing.

Camera-ready copy will be printed exactly as it has been submitted, so please make sure that the
text is proofread with care.

In general, if you prepare your typescript on a computer using a word processing package, use
styles for the font(s), margin settings, headings, etc., rather than inserting these layout codes every time
they are needed. This way, you will obtain maximum consistency in layout. Changes in the layout can be
made by changing relevant style(s).

4. Layout of the Opening Page

A sample for the opening page of a contribution is shown in Figure 1 on page 3.
Requirements for the opening page of a contribution are (see also Figure 1): the titles should always be a
centered page and should consist of: the title in capital letters, bold font, flush center, on the fourth text
line; followed by the subtitle (if present) in italics, flush center, with one line of white above. The
author's name(s) in capitals and the affiliation in italics should be centered and should have two lines of
white space above and three below, followed by the opening text, the first heading or the abstract.
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5. Headings
Please distinguish the following four levels of headings:

1. First-order Heading

This heading is in bold, upper and lowercase letters, numbered in Arabic figures, and
has two lines of space above and one line below. The text begins full out at the left margin.
1.1. SECOND-ORDER HEADING IN CAPITALS
This heading is in roman capitals, numbered in Arabic figures and has one line of space above
and below. The text begins full out at the left margin.
1.1.1. Third-order Heading in Italics
This heading is in italics, upper and lower case letters, numbered in Arabic figures and has one
line of space above and no space below. The text begins full out at the left margin.
Fourth-order Heading in Italics. This heading is in italics, upper and lowercase letters, with
one line of space above the heading. The heading has a full stop at the end and the text runs on
the same line.

:I: 3 blank lines
TITLE OF CONTRIBUTION
Subtitle of Contribution
$ 2 blank lines
A.N. AUTHOR
Affiliation

Institute address
T 3 blank lines
Abstract
$ 2 blank lines

First text line

Figure . Example of an opening part of contribution to a Volume of CM&NT
6. Figures and Photographs

- Line drawings must be submitted in original form, on good quality tracing paper, or as a glossy
photographic print.
- Halftone photographs must be supplied as glossy prints.
- Colour illustrations. Colour illustrations are more expensive and the author is expected to cover the
extra costs. Please consult with Editors about this.
Mount all illustrations directly into the text at the appropriate places. Alternatively, it is acceptable to
leave the appropriate space blank in the text, and submit the illustrations separately. In this case You
must put the figure numbers in pencil in the open spaces in the text and on the back of the figures. Also
indicate the top of the illustration.

For computer plotting the ORIGIN Software is preferable.
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