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A British-Roman Song

by Rudyard Kipling
(A. D. 406)
"A Centurion of the Thirtieth"
My father's father saw it not, Strong heart with triple armour bound,
And |, belike, shall never come Beat strongly, for thy life-blood runs,
To look on that so-holy spot -- Age after Age, the Empire round --
That very Rome -- In us thy Sons
Crowned by all Time, all Art, all Might, Who, distant from the Seven Hills,
The equal work of Gods and Man, Loving and serving much, require
City beneath whose oldest height -- Thee -- thee to guard 'gainst home-born ills
The Race began! The Imperial Fire!

Soon to send forth again a brood,
Unshakable, we pray, that clings

To Rome's thrice-hammered hardihood --
In arduous things.

Rudyard Kipling (1809-1849) *

*hkhkkhkrkhkkkhkrkkkhkkhkrrkhkhkhkhkhkhkhkhkhkrkhhkhkkhkhhkhrhikhkirihkhkikihkkkikkihhkkikkiikhkikikiiikk

This 18t volume No.9 presents actual papers on main topics of Journal specialization, namely, Mathematical and
Computer Modelling, Computer and Information Technologies, Operation Research and Decision Making
and Nature Phenomena and Innovative Engineering.

Our journal policy is directed on the fundamental and applied sciences researches, which are the basement of a full-scale
modelling in practice. This edition is the continuation of our publishing activities. We hope our journal will be interesting
for research community, and we are open for collaboration both in research and publishing. We hope that journal’s
contributors will consider the collaboration with the Editorial Board as useful and constructive.

EDITORS

)
g &?’” T e Yuri Shunin
,/A o Igor Kabashkin

* Joseph Rudyard Kipling (30 December 1865 — 18 January 1936) was an English short-story writer, poet, and novelist. He is chiefly remembered
for his tales and poems of British soldiers in India and his tales for children. He was born in Bombay, in the Bombay Presidency of British India, and
was taken by his family to England when he was five years old. Kipling is best known for his works of fiction, including The Jungle Book (a
collection of stories, which includes and his poems, including "Mandalay" (1890), "Gunga Din" (1890), "The Gods of the Copybook Headings"
(1919), "The White Man's Burden" (1899), and "If—" (1910). He is regarded as a major "innovator in the art of the short story"; his children's books
are enduring classics of children's literature; and his best works are said to exhibit "a versatile and luminous narrative gift".
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Distributed systems software architecture modelling and
research methods

Xiaochun Zhao*

Heilongjiang University of Science and Technology

Received 12 June 2014, www.cmnt.lv

Abstract

With the development of computer network technology, the open, heterogeneous and distributed systems have become the
mainstream in current computer applications because of the sharing resources, high availability, parallel processing and so on.
However, due to the problems of development, which are constant expansion of systems size, evolution and continuous
improvement, maintenance that required, specific distribution, autonomy and heterogeneity, a lot of research and software
development practice shows, the introduction of software architecture which guide distributed system to develop and assume
component blueprint is a practical and effective way to solve the difficulties of the development of distributed systems and build
distributed systems successfully. Therefore, how to improve the quality and efficiency of distributed systems development by using
software architecture, and ensuring system maintenance and space evolution are the key to develop distributed systems, also the core
of this study. Software architecture, formal description of distributed systems interaction style, refinement and mapping architecture,
distributed architecture systems development methods under evolution and reconstruction driving were studied based on the current

distributed systems development methods as well as the problem of inadequate means.

Keywords: Software architecture, distributed systems, interaction style, software architecture refinement

1 Introduction

The main question in distributed system development is:
the complexity of design, construction, commissioning,
configuration and maintenance distributed applicant
system is high in a heterogeneous environment, and
causing high costs and low efficiency in developing,
large-scale distributed systems development seems a
risky challenge. With the component development ideas
become mainstream in software development, people
gradually realize that the software architecture is an
important mean to control software complexity, improve
the quality of software systems, support software
development and reuse.[1] Therefore, it has immediate
practical significance to in-depth research on the software
system architecture, explore effective large-scale
distributed systems development method, system design,
analysis, and tectonic environment of architecture system
driven, which help support its entire life cycle.

In this paper, a distributed system software
architecture modelling and developing methods have
been studied mainly from the following aspects: (1)
propose a system architecture abstract model DSAM
distributed which is suited system architecture , and give
its formal model, on this basis, design and implement an
attribute grammar-based software architecture description
language DISADL and description language Discid based
on CCS distributed component interaction style; (2)
propose architecture refinement guiding principles and

" Corresponding author e-mail: 986889936@qg.com

design a set of mapping rules from a software architecture
description DISADL to universal design model UML of
software implementation; (3) propose a software
architecture reconstruction based on fuzzy clustering
analysis; (4) present distribution systems development
method of the architecture driven, ADISC, establish its
life cycle model, and put into system architecture
supporting; (5) design and implement a visual supporting
modelling environment for distributed software
architecture structure, protocols, analysis, refinement,
remodelling design, ADisDTool.

2 A Distributed software architecture description core
model-DSAM

Model DSAM as a basis is designed a distributed
software system architecture description language with
component based by extending the traditional attribute
grammars.

2.1 DSAM
Model DSAM includes: Event; Port; Interface; Connector

Type; Component Type; Architecture Model. Figure 1 is
a graphical representation of DSAM.
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FIGURE 1 Architecture models DSAM
2.2 DESCRIPTION LANGUAGE DIS_ADL
2.2.1 Extending Attribute Grammar of Dis_ADL (EAG)

EAG is a seven-tuple: EAG = (T, N, P, Z, V, F, B), where
T is the terminator collection; N is non-terminal symbol
set; P is the production; Z is the starting character; V is
the attribute range; F is calculation rules for the property;
B is a finite set of conditions.

2.2.2 Semantic Description of Dis_ADL Based on EAG

Semantic description based on EAG includes: (a) logic
timing and dependencies terminator; (2) parallel
description terminator; (3) terminator @ (4) conditions
production; (5) time constraints; (6) specific terminator

2.3 DESCRIPTION LANGUAGE - DISCID

Discid was meant to describe component interaction
styles and verify formal nature. Discid begins with
"Discid”. Practical application shows, combination with
Dis_ADL and Discid use various forms of mechanisms,
describe the architecture from different viewpoints and
form an organic whole, which greatly reduce the
distributed system designer’s cognitive difficulty, and
also greatly improve the efficiency of the system design.
Meanwhile, DIS_ADL and Discid are uncertainty and
incompleteness in modelling, moreover, its adaptive
capacity needs to be improved, Discid description needs
further implementation language for mapping.

3 Models UML

UML is the most common object-oriented modelling
language, modelling the software system by graph mode
which from static structure and dynamic behaviour.

3.1 ARCHITECTURE MAPPING FOR

Distributed systems development with the guidance of
software architecture build software systems architecture
model by DIS_ADL, after the high-level completion of
verification, seek to design fine from the top layer

Zhao Xiaochun

constantly, up to a certain size, take the UML as the
middle part the DIS_ADL architecture description is
mapped to the appropriate elements in UML, and then
developed into the design and implementation phase.
Therefore, DIS_ ADL and UML are combined and
complement, DIS_ADL focus on high-level grasp and
semantics and depth of precise, UML is based on a viable

practice.

3.2 MAPPING RULES FROM DISADL TO UML

Conversion rules from Dis_ADL architecture description
elements to UML elements are shown in Table 1.

TABLE 1 Mapping table of Dis_ADL element to UML elements

Element--Dis_ADL
Component Name

Atomic
Components

Composite member

State variables

Total Interface

Demand Interface
Port
Message return type
Message parameters
Connector

Architecture
configuration

Binding

Comment

Element--UML1.x
Class Name,Package
Name
Class
Diagrams,Packages
Aggregation,composit
ion, package,
subsystem layer
Class private property

Interface

Abstract class

Class method names,
parameters, return
type
Class method return
type
Class method
parameter (variable +
type)

Class diagrams,
association
Component diagram
or class diagram
Object Linking
(associated instances)
Document

Element--UML2.0
Class Name,Package
Name
Component,Packages,C
lass Diagrams

Composite structures.
Subsystem

Class private property
Component supply
Interface
Component
Requirements Interface

Port

Class method return
type
Class method
parameter (variable +
type)
Connectors, class
diagram, association
Component diagram,
structured category
Object Linking
(associated instances)

4 Analysis of distributed software architecture

reconstruction

4.1 DEFINITION OF SOFTWARE ARCHITECTURE
RECONSTRUCTION [3]

Software architecture reconstruction is the process that
reverses extract the architecture from being achieved or
already implemented systems, reflecting the "actual
construction™ software architecture. The core problem is
extraction of the architecture and the assessment the
architecture evolution.

4.2 SOFTWARE ARCHITECTURE
RECONSTRUCTION MODEL

Software architecture reconstruction process can be
divided into four parts: (I) confirm stakeholders, defining
target point of view, and the view collections. (2) extract
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the underlying architecture element information from a
variety of data sources (such as source code,
documentation, etc.). (3) Define and process the extracted
information, coordinate and establish connections
between elements, generate a cohesive view of the
architecture. (4) Construct data abstraction to generate
architecture representation.

5 Distributed system design method -- ADISc and
distributed development tectonic environment —
AdisDTool

5.1 DISTRIBUTED SYSTEM DESIGN METHOD OF
ARCHITECTURE DRIVEN — ADISC [4]

The development process of distributed systems can be
divided with ADiSC into: requirements analysis; software
architecture  design, modelling and  refinement
conversion;  system  detailed  design;  system
implementation, component assembly deployment and
reconfiguration; system evolution and reuse.

5.2 DISTRIBUTED DEVELOPMENT TECTONIC
SETTING --ADISDTOOL

Modelling system of ADisDTool consists of interactive
graphics interpreter, DISADL language converter,
DISADL lexer / parser, verify the nature of the software
architecture, system builder, Discid language compiler
environment, refinement converter, UML mapping
generator, architecture  reconstruction and other
components, the system model is shown in Figure 2.

FIGURE 2 ADisDTool system model

5.3.1 Functional design of ADisDTool architecture
modelling tool

The ADisDTool can be divided into eight modules:
Project Management module, component and connector
management  module, visual ~modelling module
architecture view modules, code generation module,
system properties verification module, the system
refinement mapping module, reconfigurable architecture.

Zhao Xiaochun

5.3.2 ADisDTool reusable component library design [5]

ADisDTool established member (connector) library,
which provided for the entire life-cycle management
member. Provides the following functions: components,
connectors, interfaces, warehousing; components,
connectors, interfaces, query; components, connectors,
export, evaluation, life cycle management, version
control and so on.

6 Example authentication

Through such typical case of large-scale distributed
systems development "digital content security platform
based on DRM (National Innovation Fund project,
project number 07¢26226101995)", showing the core
areas of applying ADISC methods to analyse, design and
develop, providing convenient and effective design
environment through ADisDTool, which does help
convenient, fast and efficient analysis of large-scale
distributed systems, nature verification, design, evolution
and reuse, and prove effectiveness of DSAM models and
ADISC method the thesis mentioned .

6.1 AS FOR "ORM-BASED DIGITAL CONTENT
SECURITY PLATFORM."

The planform of Digital Content Protection Based on
DRM is a system, which is analysed, designed, developed
and achieved by distributed system, and the current one
has been put to use for network environment of digital
content security protection. PlatDRM ensured security of
digital content in creating, distributing, using, sharing that
throughout the life cycle. This paper briefly describes
PlatDRM to validate the model DSAM and ADiISC
method.

6.2 PLATDRM CORE FUNCTIONAL
REQUIREMENTS

PlatDRM core functional requirements are: (1) to ensure
digital content distribute secure, digital content is held
being only in the specified environment and key user
access, any duplicate is not available. (2) real-time
authorization control, and can be changed the digital
content access which have been distributed out at any
time. (3) real-time monitoring and recording digital
content action to take for the audit analysis, behaviour
tracking provides detailed historical data. (4) support the
parties authentication with domain authentication and
other authentication systems integration, users only need
to open an important document domain authentication.

6.3 TOP-LEVEL ARCHITECTURE DESIGN
According to ADISC methods, requirement analysis

selected core use cases; the resulting model is
transformed to the software architecture to build a
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language-independent architecture model. Meanwhile, it
can be application-oriented modelling, describe domain
business needs to facilitate greater reuse. PlatDRM is a
typical distributed application, Figure 3 is its top-level
conceptual architecture diagram, architecture consists of a
client component, server component, WEB management
component, of which the client is called CC member, the
server is called SC members, managing client is called
MC member.

Server
component

(O sccomp (O S

FIGURE 3 PlatDRM top Software Architecture Design
6.4 ARCHITECTURE REFINEMENT

When architecture is in a design stage, we use
ADisDTool to analyse and refine PlatDRM architecture.
First, for the interface refinement, the interface
refinement between customer component and service
component are set to be strategy interfaces, authentication
interface, the operation log pick date, and digital content
object interface. Then the client component CC internal
structure refinement. After refining, Cc component
architecture is shown in Figure 4.

Use-Client(file-name:string)
Strategy:Str-data

Strategy:Str-data

Strategy:Str-data

@)
Tategy; Str-data
O
/DEM
B:DRM-C1 ertificationCerD
Q
O 8pLOG datal O

Ob:dataFlaw

Oplog:datal OG

Ob:dataFlaw

FIGURE 4 PlatFORM client component architecture after refinement

6.5 INTERACTION EVENTS CLIENT DEFINITION
LOG_EVENT_CLIENT

After customers receiving log events, should be
temporarily stored in the queue used to prepare the client
component. LOG_EVENT _IO process defines the client
endpoint behaviour, describes the state changing method
after in response of API, also shows that when customers
in the state of receiving start LOG_RECEIVED log
events , the receiving message can only be placed in the
event queue. To enable the server can send message
directly at any time, avoiding the synchronization
aborting between the server and the client, the definition
of time endpoint contains two explicit intermediate state:
STOP_LOG_EVENT_OUT and
STOP_LOG_EVENT_ACK, instead of the direct state
transition from LOG_RECEIVED to LOG_NEGLECT.

10

Zhao Xiaochun

6.6 MAPPING SYSTEM

In the system design phase, we designed classes,
interfaces, components which PlatDRM containing by
using UML. In addition, object state diagrams, sequence
diagrams, etc. to get the attributes and methods of classes.
Figure 5 is PlatDRM overall package design. Figure 6 is
a design package diagram after client finer.

ﬁ | |
' |
I I

- — Ll |
] o w7 H e | 11 |
' ' I |
l 1 1 : ] l ] I ] |
|
| | |
' |
' |
' |

l Management
‘The connector section Service component component
Plug-In part P
Client component parts I I I part
—_—— e — — —_ —_ = | S )
FIGURE 5 PlatDR, I overall design package diagram
CL VS AU BR AS

CD TS 'S

FIGURE 6 PlatDRM client design
6.7 PLATDRM FUZZY CLUSTERING ANALYSIS

Fuzzy clustering analysis, the results are shown in Figure

Client

As|AU[BR|cc|co[cm| op [om ][ Fe [Rm[su | Ts | Tu [ws] vs
1 [as|y [
2 | Au Y Y
3 | BR Y
[ 4 |cc Y v |y Y Y
5 | cD YlYlvy |y |y |y |y |y]|Y Y
6 |CMm Y Y Y
7 | op Y Y
8 | DM Y Y
9 | FE Y Y
10 | RM Y Y
11 |su Y|y Yy |v
12 TS Y yly[vy[Y[y[v]y]y Y
13 [ TU Y Y
14 | WS Y v |
15 | vs K

FIGURE 7 PlatDRM client component dependency matrix after
refactoring
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6.8 ANALYSIS AND RESULTS BY USING THE DSM
CORRELATION ALGORITHM

Using the DSM-correlation algorithm, we can get matrix,
shown in Figure 7, so we focused on {DP, DM, RM, SU,
TU, CC} can be polymerized to obtain Figure 8.
Relationship between the main clients’ components can
be clearly seen.

BR AU WS FE DP DM RM SU TU CC CM TS VS AS CD
BR[ 0 0 0 0 0 0 0 0 0 0 0 0 0 0]
AU 0 1 0 0 0 0 0 0 0 0 0 0 0 0
WS 0 0 0 0 0 0 0 0 0 0 0 0 0 0
FE 0 0 0 0 0 0 0 0 0 0 1 0 0 0
DP 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0
DM 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0
RM 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0
R=SU 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0
TU 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0
cC 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0
CM 0 0 0 0 0 0 0 0 0 0 1 0 0 0
TS 0 0 0 0 0 0 0 0 0 0 0 0 0 0
'S 0 0 0 0 0 0 0 0 0 0 0 1 0 0
AS 0 0 0 0 0 0 0 0 0 0 0 0 0 0
CD L 0 0 0 0 0 0 0 0 0 0 0 0 0 0
FIGURE 7 PlatDRM client component reachable matrix view after
refactoring
Client ‘
BR|AUJWS]|FE [cL [cM ][ Ts [ vs [ As [ cD |
1 BR Y
2 AU Y Y
3 ws Y Y
4 FE Y Y
5 CL Y
11 CcM Y Y Y
12 TS Y Y Y Y Y
13 VS Y
14 AS Y
15 | cb Y Y Y Y Y ¥ ]

FIGURE 8 Client DSM after the polymerization

Analyse the results of DSM after client code division.
After refreshing, we discovered that according to results
of the matrix analysis, Figure 9 shows a PlatDRMclient's
system architecture and Figure 8 is the corresponding
matrix. Compared the figure represented with the original
architectural design (Figure 6), it is easy to see the
dependencies between components changed, and
dependency occurred between CL and AU, contrary the
initial design expectations, therefore, it needs to be
adjusted and avoided.
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"Digital content security platform based on DRM"
Such a typical distributed system has been put into the
core link in ADISC, Dis_ADL describes the software
architecture and is given top-level component description
of the system, then refined it, and give a formal and
intuitive description for the language Discid we
mentioned focus on the typical event interaction style and
conduct of the verification. Finally, the code that system
implementation has been found in the software
architecture, fuzzy clustering analysis and analyse it by
using the proposed design structure matrix theories.
Currently, the system by using ADISC methods for
designing and developing was put into use in Shan Xi
military giant, which has been got a good evaluation of
the user.

7 Conclusion
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Abstract

In the paper, a three-dimensional deployment algorithm based on ideal fluid model for sensor networks is proposed. On this basis, the
proposed ideal fluid model is analysed, and the concept of flow field model is applied in deployment of wireless sensor networks.
Sensor networks are abstracted as ideal fluid, with nodes as fluid micelles. In the deployment process, motion of nodes follows
momentum conservation law of fluid micelle. Moreover, a simulation experiment is performed in this paper with the proposed
deployment algorithm as the experimental subject. Coverage and uniformity are 2 indexes employed to evaluate the performance of
the proposed algorithm. Shown by the simulation result, the three-dimensional deployment algorithm based on ideal fluid model for

sensor networks leads to good deployment effect.

Keywords: three-dimensional deployment, mobile sensor networks, ideal fluid model

1 Introduction

Sensor network deployment refers to the process of
adopting proper algorithm to deploy nodes within the
target area, so as to conform to certain specified demand.
Network deployment is a pre-condition for sensor network
to play its role, as well as a premise for the normal
operation of network [1-3]. It determines the detection
effect of sensor network in the target area, which may
further influence the service quality of the network. Node
deployment of wireless sensor network is one of the kernel
problems in the field. A good deployment method may
significantly improve the perception quality of network,
reducing resource consumption, and extending service life
of network. Related scholars have performed plenty of
studies in this connection. Normally, deployment of indoor
sensor network nodes often puts to use regular deployment
approach [4, 5] and most deployment in outdoor
environment adopts random deployment approach [6-8].

Owing to diversified forms wireless sensor network
nodes, deployment methods may be divided into three
types:

1) Wireless sensor networks completely comprised by
static nodes may be deployed manually.

2) As for wireless sensor networks comprised by static
and mobile nodes, the mobility of mobile nodes [9] may
be utilized to eliminate dead zones in sensor networks.

3) Wireless sensor networks comprised by mobile
nodes may be deployed automatically [10, 11]. Owing to
the mobility of nodes, deployment of mobile nodes is quite
flexible [12].

It is easier to deploy nodes via releasing, spraying or
other relevant methods. Yet, in unknown, complicated,
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and rigor environment, it is impossible to perform
deployment manually. Nodes may be unable to be
distributed in appropriate positions, leading to overlapping
or dead zones, which wastes resources and affects network
service quality. By contrast, deployment of mobile nodes
perfectly solves the problem. In the algorithm, mobile
nodes are designed to move following certain rules, and to
elude obstacle accordingly. As for this, deployment in
unknown and complicated environment becomes possible.
Three-dimensional deployment of sensor network nodes
based on ideal flow field model proposed in this paper
belongs to this category. In the beginning, nodes may be
places at accessible positions. On this basis, nodes will be
automatically deployment according to prescribed motion
rules, and to elude obstacles when applicable.

Literature [13-15] introduces the concept of potential
field, i.e. a deployment method based on potential field.
This method takes nodes as virtual particles influenced by
virtual forces. One of the virtual forces creates repulsion
between node and obstacle, as well as between node and
node. As for this, nodes will expand rapidly based on the
compact distribution in the beginning, so as to reach
maximum coverage of network. Apart from such repulsive
force, nodes are also influenced by viscous friction, which
guarantees the network with a final static balance, i.e. all
nodes will stop moving eventually. When the environment
is changed, the network will be reconfigured accordingly
to conform to the changed environment, and to reach static
balance again.

This method leads to goods coverage rate. However,
there is a premise - all nodes have to be put in the
deployment environment in advance, i.e. the initial static
deployment. What's more, in the initial deployment, the
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number of nodes shall be given. However, in unknown
environment, it is impossible to figure out how many
nodes are required so as to realize the deployment.
Shortage of nodes reduces the coverage, while excessive
nodes lead to redundancy, wasting energy. In this paper,
the deployment method proposed by Literature [13-15] is
improved. As for this, it is unnecessary to know the
number of nodes before deployment, and the improved
method is proved with high coverage effect.

Literature [16, 17] put forward a Virtual Force
Algorithm (VFA) based on the assumption that nodes are
movable, with the aim to improve the coverage of sensor
nodes after initial deployment. For a sensor network with
explicit number of nodes, virtual force algorithm tries to
maximize network coverage rate. The algorithm employs
attractive force and repulsive force to determine the path
and rate of nodes' virtual motion. Cluster header is
designed to calculate the destination position of nodes.
Nodes will move accordingly to complete the task, if there
is an effective destination position determined.

However, node position in the method is calculated by
cluster header, which quite complicated in large-scale
sensor networks, and is hereby not applicable. What we
need to designed is deployment method applicable to
large-scale networks with rigor environment. According to
virtual force algorithm, a certain acting force is assumed
between nodes, which promote the successful deployment
of nodes.

Literature [18] adopts the basic control mechanism
from virtual elastic network to deployment sensor
networks. In every virtual elastic network, each node is
considered as a particle, which moves regularly under the
influence of virtual force. If a pair of nodes is too close,
the elastic force between them will pull them apart. If the
distance between them is too large, the elastic force will
then push them closer. This is similar to the previously
mentioned deployment method based on virtual force, but
is still different in some aspects. The algorithm makes use
of elastic force between nodes to expand nodes from the
original compact and dense state to the whole area.
Decisions are made directly between nodes, free from
cluster headers. Literature [19] proposed a deployment
algorithm based on ideal fluid model. Inspired by fluid
dynamics, the paper proposed a new method to deploy
mobile sensor network in unknown area. According to the
physical rule of ideal fluid model, mobile sensor network
is considered as a sort of fluid, while sensor nodes as micro
fluid micelles. In the paper, fluid variables are projected
into sensor networks, with equation solution method,
initial condition and physical boundary condition given.
Based on Literature [19], the method is improved and
expanded to 3D deployment field, reaching good
deployment effect.

The rest part of this paper is organized as follows: In
Section 2, we analyse the ideal fluid dynamics model of
three-dimensional  deployment for mobile sensor
networks. In Section 3, we solve the model mentioned in
Section 2 and establish the ideal fluid dynamics algorithm
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of deployment. In Section 4, we simulate the ideal fluid
dynamics algorithm of deployment by using computer
software and evaluate its performance. Finally, in Section
5, we reach the main conclusions.

The rest part of this paper is organized as follows: in
Section 2, we analyse the ideal fluid dynamics model of
three-dimensional  deployment for mobile sensor
networks. In Section 3, we solve the model mentioned in
Section 2 and establish the ideal fluid dynamics algorithm
of deployment. In Section 4, we simulate the ideal fluid
dynamics algorithm of deployment by using computer
software and evaluate its performance. Finally, in Section
5, we reach the main conclusions.

2 Analysis of ideal fluid control model

Nodes in sensor networks are independent individuals.
There is no friction between nodes. In this paper, sensor
networks are taken as ideal fluid. Ideal fluid omits
dissipation, viscous transport, mass diffusion and heat
conduction. Fluid model adopted in this paper defines fluid
as a set comprised by flowing infinitesimal fluid micelles.
Moreover, the paper is designed to study node motion. For
this reason, conservation of momentum shall be
considered. In other words, momentum equation followed
by fluid micelles is applied in sensor nodes, so as to make
nodes move following the rule, so as to realize sensor
network deployment.

In this paper, motion of nodes in three-dimensional
space Q is researched. Moreover, the velocity along
direction x, y and z is separately represented with u, v and
w. Hereby, the three-dimensional expression of Euler
equation may be described with Equation (1). It establishes
the relation between the force on ideal fluid and the
accelerated velocity of fluid motion. This, it is the
foundation to study motions of ideal fluid, as well as an
important equation in fluid dynamics.

{ _1op_du

Y opox dt
fy_l@:ﬂ_ (1)

poy dt

g _Lop_dw

Y opor  dt

Equation (1) is an ideal fluid momentum equation,
where, p is fluid density, d/dt is derivative of velocity on
time, p refers to fluid pressure, fy, fy and f, are component
forces along directions of x, y and z; u, v and we are
velocity components of an infinitesimal fluid element
along directions of x, y and z. Expanding the derivative of
velocity on time:
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du _ou . ou o ou o 0u
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Putting Equation (2) in Equation (1), (superscript and
subscript are directly added here) more detailed Euler
motion differential equation is shown as (3):

a_uit:_(u}a_uilJrv.‘a_uit Fa_uil 1 ap,)
ot "ox oy oz t oX
t t t t
aV :_( Q+V ﬂ W ﬂ itaﬂ + fit (3)
at oy e ploy ™
t L L
OW. _ —+v . OW, Cwl oW, 1[ ap,)
ot oy oz oz

In Equation (3), time derivative is on the left, and space
derivate is on the right. Subscript i and Superscript t
represents fluid element i's parameters of u, v, w, p, p and
f at the time of t.

3 Applying fluid concept to sensor networks

In order to make use of the liquidity of ideal fluid to
analyse the deployment process of sensor network, the
network model is assumed as follows:

1) Nodes shall be able to move: Nodes in the network
shall be able to move freely, while the energy of nodes
shall be able to support nodes to move for a long distance
s0 as to realize the deployment, as well as affairs after the
deployment. This is the most fundamental ability of nodes,
as well as the basis for self-deployment of network.

2) Nodes shall be designed with the function of self-
positioning. Nodes shall be able to know their current
position and velocity in every phase. Such positioning
function is necessary for each node to determine the next
action in the deployment process.

3) Nodes shall be designed with the function to
perceive the environment. The perception coverage with
each sensor node may be considered as a circle with radius
of Rs. As for this, nodes are able to perceive the position of
obstacle, etc.

4) Nodes shall be designed with communication
function within finite range. The communication coverage
of each sensor node is defined by another circle with radius
of R¢. A sensor node shall be able to perceive the relative
position and velocity of its neighbour nodes within the
communication range.

5) Nodes shall be designed with calculation and
information fusion function. Useful information may be
extracted for decision-making, controlling motion
direction and velocity, so as to move freely.
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Definition of fluid variables used in Equation (1)-(3) in
wireless sensor networks is described in Table 1.

TABLE 1 Fluid Property and WSNs Property

Fluid Property ~ Symbol WSNs Property

Support Domain Q Local nel_ghkgourhood within
communication range

Position X Position vector

Velocity v Velocity control vector

Density p A measure of the number of nodes in Q

Pressure 0 A parameter generating repulsion
among nodes

Body force f Flow control force vector

3.1 SOLUTION OF MODEL CONTROL EQUATION

Similar to computations in fluid dynamics, the velocity of
sensor nodes may as well be figured out by time iteration.
Taking Velocity Component u of Node i as the example,
assuming that the value of velocity component at Time t is
given, after a small time interval 4z, the value of velocity
component may be calculated with Taylor expansion, so as
to obtain the following equation:

o’u; (At)

utt =u! +(—)At+( 5

2 ) 4
Velocity component may be simply and approximately
described as the first two terms in Equation (4), i.e.:

ou!
utt =ul + (—)At . 5
Y =u ) (5)
Putting Equation (3) in Equation (5), after a small time
interval At the value of velocity component may be
described as:

t
U = ,6u . ou; w ou; 1 ap,) 1AL
" ox ay 62
t t
vt =yt (—(u! ﬂ+vav+ i,(’iv 1ap') ')At - (6)
ox oy oz by
t t
Wt+At \Nlt% iap|) f Z)At
6y oz pl o
In calculation, equations of u/, v{ , w/, p/, and p;

may be put in Equation (6), so as to calculate the value of
velocity component by iteration, and to further figure out
the next position of Node i. In calculation, momentum
conservation law is followed. Motion of nodes abides by
the physical rule of fluid micelle.

3.2 CONSTRAINT CONDITION, INITIAL
CONDITION AND PHYSICAL BOUNDARY
CONDITION

The above has described node motion. However, when the
motion begins, there shall be initial conditions give.
Moreover, in the motion process, nodes' motion shall be
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limited. When nodes reach the boundary or encounter
obstacles, motion will also be changed. In the following,
these problems are to be solved.

1) Initial condition.

Time iteration method in Equation (5) needs to know
the initial value of velocity component in advance, as well
as present position before calculating the next position.
Before deployment, initial velocity and position of any
node may be known.

2) Physical boundary condition.

For ideal fluid, as there is no friction, flow velocity on
object plane is a finite non-zero value. Moreover, for
impervious walls, there is no mass inflow or out-flow
object plane. As for this, the velocity of fluid sticking close
to object plane shall be tangent with object plane. In other
words, the velocity component perpendicular to object
plane shall be zero, i.e. flowing on object plane is tangent
with object plane. This is the only object plane boundary
condition of frictionless flow. The value of velocity on
object plane, along with temperature, pressure and density
of fluid on object plane, will become a part of the solution.
As is shown by Figure 1, when the distance from node to
obstacle or boundary is smaller than d, the velocity will be
changed.

ALGORITHM 1 Deployment Algorithm of Ideal Fluid Dynamics

Algorithm : Deployment Algorithm of Ideal Fluid Model
Requirement: Q, N, C, Re, Rs.

Chen Jiguang, Qian Huanyan

Boundary

FIGURE 1 Object plane boundary condition

3) Constraint control condition.

Velocity component method in Equation (6) may be
used to calculate the velocity of sensor node. In reality,
owing to mobile equipment or other problems, the motion
velocity of network sensor nodes may be limited. As for
this, calculated velocity and accelerated velocity of sensor
nodes shall be mandatorily constrained, in case that they
exceed the threshold of velocity Vi and accelerated
velocity ai.

3.3 IDEAL FLUID DEPLOYMENT ALGORITHM

The entire Deployment Algorithm of Ideal Fluid Model is
shown in Algorithm 1.

1: Estimate number of nodes N based on expected Coverage Ratio C and volume of Q

2: At time to, all of the N nodes are located at their initial positions

3: For each node node_i at time t

4: Parameters in Euler equation may be figured out by calculating the distance with neighbor nodes;

5: Accelerated velocity a; of node along different direction may be calculated with parameters obtained from 4;

6: Calculating node velocity v;;

7: Judging if the velocity is larger than the prescribed threshold vy, if so, turn to 8; if not, turn to 9;

8: Changing node velocity to threshold velocity;

9: Calculating the position of the next step;

10: Judging if the distance from node to obstacle or boundary is smaller than the prescribed distance; if so turn to 11; if not turn
to 12;

11 Changing velocity according to boundary condition, and turning to 9;

12: Node moves to the calculated position;

13: Judging if the target coverage is reached; if so, turn to 14; if not, turn to 4;

14: End For

15: All nodes have reached equilibrium, algorithm ends.

With a 3D plot, the principle of the algorithm in this
paper can be clearly demonstrated, as is shown in Figure
2. This is a 3D plot simulated with software, and the
deployment area @ is a space with the dimension of
10x10x10. The initial deployment position of node is a
corner in the area, as is shown in the left plot. The small
black dots are exactly the mobile nodes to be deployed.
The right plot shows the spatial distribution of nodes after
deployment. It can be seen from the plot that, nodes have
been expanded from the initial positions to the whole
space.

15

FIGURE 2 Demonstration of the Deployment Process
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4 Simulation results

Numerous simulations have been carried out in various
environments to investigate the performance of our
approach. Parameter settings of our simulations are
indicated in Table 2 with reference to the related figure
number.

TABLE 2 Simulation settings by figure number

Parameter Figure 3 Figure 4 Figure 5
Deployment(£2) 10x10x10 10x10x10 10x10x10
Node number (NN) 100 100 100
Rs, Re 2;4 2;4 2;4
damping factor (Df) 2.0 2.0 2.0
an, Vin 2,1 2;1 2;1
Time (T) 15 15 15
At 0.1 0.1 0.1
Obstacles 0 1 0
ROIs 0 0 1

4.1 COVERAGE AND UNIFORMITY

Generally, coverage can be considered as the service
quality of a sensor network. Gage invented the concept of
coverage in the research of multi-robot systems [20]. This
paper defines it as the ratio between the sum of the
coverage volume of all nodes and the volume of the entire
target region, as is shown in Equation (7). The definition
of the sum of the coverage volume is taken from the
concept of union in the Set Theory, thus the coverage is
usually no larger than 1.

Ue

Coverage = =N 7
g o (7

The uniformity of coverage is a well-defined standard
to measure the service life of a network. Article [21]
describes the concept as the standard deviation of distance
between nodes. Smaller standard deviation means better
coverage uniformity of the network. However, this
approach for measuring uniformity is under perfection. We
take the grid approach to calculate uniformity in this paper,
i.e. dividing the whole region into N small cubes with the
same volume, and then figuring out the standard deviation
of the nodes contained in these small cubes, as is shown in
Equation (8).

U :{%%(ni—ﬁ)z}z.

In the equation, n; is the total number of nodes in the it"

small cube and n is the mean of nodes number in each
cube. So far, we have discussed the relation between
communication and coverage. Article [22] has proved that
when the communication range of node is twice or larger
than the sensing range, coverage will contain pure
connections. In practical deployment, we only have to

(8)
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consider the coverage so as to ensure the connection. At
the moment, coverage contains connection problems.

Please refer to Table 2 for simulation parameters in
Figure 3. The circumstance after deployment is shown in
the left plot. In the plot, the cube represents the volume of
the region (area Q). Tiny black dots represent the positions
of nodes; blue spheres are used to indicate the sensing
radius. In order to watch them clearly, only the sensing
radius of partial nodes are displayed. Nodes can probe the
environment and collect information in its sensing radius
Rs. Similarly, it may be influenced by the Coulomb's force
from its adjacent nodes, and repulsive force from the
obstacles as well. The communication radius of Node R is
greater than the sensing radius Rs. Nodes are able to
exchange information mutually within the communication
radius. The initial positions of the nodes are in the centre
of Region Q (being close to the coordinates [5,5,5]).
Imaginably, node density at the beginning is practically
very large. When deployment is started, all the nodes are
forced by un-balanced Coulomb's force, starting to move
to fill the entire region, and eventually reaching
equilibrium, as is shown in Figure 3. The right plot shows
the change in Coverage and Uniformity versus time during
the deployment process described in the left plot. The x-
coordinate is the simulation time T; the y-coordinate on the
left is the uniformity; the y-coordinate on the right
represents the coverage. We can see from the right plot
that, at the initial moment of deployment, the nodes only
cover a small part of the region because they are all
initially positioned in the centre of Q. Therefore the
coverage is practically low (<20%). With time elapsed and
all nodes are in motion, the coverage tends to grow, and
reaches equilibrium after a certain moment (about
Time=9). This begins when the coverage reaches
maximum (about 100%), and lasts until the simulation is
over. The value of uniformity is initially around 1.8 when
the simulation begins. Then it decreases rapidly shortly
after the deployment begins, eventually, tends to be around
0.3. Because uniformity represents standard deviations, so
the smaller it is, the more uniform the network is.

1 1
0.8 /
¥ .
S
£ osl T
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FIGURE 3 Normal deployment

In the left plot in Figure 4, the solid spheres represent
obstacles. In the previous sections we mentioned that
obstacle can be considered stationary charge with same
sign. But the charge it carries is proportional to its size,
which means the larger it is, the more charge it carries.
There is only one obstacle in the left plot. We can adjust
the distance from nodes to the obstacles by configuring the
amount of charges that the obstacle carries. It is shown in
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the left plot that, due to the repulsive force from the
obstacles, nodes will be deployed at a distance with the
obstacle to avoid them. This is highly meaningful in
applications. To keep the nodes away from hazard or
unreachable region can minimize node damage, indicating
the algorithm’s self-adaption. The right plot shows the
change in coverage and uniformity versus time during the
deployment process. We can see that because of the
obstacles, the region is not completely covered by nodes.
The maximum coverage is less than 1. In the meantime,
compared with Figure 3, the value of uniformity is higher
after nodes have reached equilibrium, due to reduction of
uniformity because of obstacles.
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FIGURE 4 Deployment with Obstacles

In the left plot in Figure 5, the black little solid spheres
represent sensor nodes while the three big spheres
represent the ROIs (Range of Interesting). We noted that
ROI can be considered stationary charge with opposite
sign. While the charge ROI carries is proportional to its
size, which means the larger it is, the more charge it
carries. There are three ROIs in the left plot. We can adjust
the distance from nodes to the ROIs by configuring the
amount of charges that the ROI carries. It is shown in the
left plot that, due to the attractive force from the ROls,
nodes will be deployed close to them. This is highly
meaningful in applications. To put more attentions to the
region needed monitor. The right plot shows the change in
coverage and uniformity versus time during the
deployment process. We can see that because of the ROIs,
the region is completely covered by nodes. When the
maximum coverage is reached, it decreases slowly with
time for nodes tend to move toward to the ROIs. In the
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meantime, compared with Figured 3, the value of

uniformity is higher after nodes have reached equilibrium,

due to reduction of uniformity because of ROIs.
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5 Conclusion

Most previous researches on sensor networks are limited
to 2d planes, neglecting the vertical fall of the deployment
area, while taking the area as a flat plane. With people’s
continual exploration on space, underwater, underground
and other regions, 3D sensor networks are gradually
becoming a research hot spot. Yet, 2D algorithms are no
longer applicable to 3D deployment. As for this,
deployment algorithms under 3D environment have to be
researched.

The proposed ideal fluid model is analysed in this
paper, and the concept of flow field model is applied in
deployment of wireless sensor networks. Sensor networks
are abstracted as ideal fluid. In the deployment process,
motion of nodes follows momentum conservation law of
fluid micelle. A simulation experiment is performed in this
paper with the proposed deployment algorithm as the
experimental subject. Coverage and uniformity are 2
indexes employed to evaluate the performance of the
proposed algorithm. Shown by the simulation result, the
deployment algorithm based on ideal fluid model for
sensor networks leads to good effect.
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Abstract

In order to solving the problem of the multiple bullet target matching and multiple bullet three-dimensional trajectory calculation., this
article proposes a method for bullet three-dimensional trajectory measurement based on an adaptive multiple target surface and multiple
iteration algorithm. In this method, it set up a virtual cuboids target space, which includes multiple bullet trajectories. It used two high
speed cameras, one in left and another in right, to capture images. In the vertical direction of the bullet flying, these images were
segmented into infinite plane, which are multiple target surfaces. It used the projective transformation to recover the target two-
dimensional image from the left and the right images, and repeated this process until finding the bullet point in left view is coincide
with that in right view. If the points were found, it indicated that it achieves the goal's accurately matching and every space location of
the bullet. The simulation experimental results show that this method is feasible, image processing and analysis is merely influenced
by background. This method can effectively realize the bullet three-dimensional trajectory target matching, and it has strong
manoeuvrability.

Keywords: three-dimensional trajectory, target matching, perspective transformation, multiple iterations, adaptive multiple target surface

1 Introduction noise interference and influence [4, 5]. Due to the
complexity of imaging in the scene condition as well as a
In the field of the three-dimensional coordinates and the  variety of different sensor has the characteristics of
three-dimensional trajectory, a key question is how to  different imaging mechanism, the features of the
achieve multi-target bullet points of the match of the two-  extraction of image stabilization point will sometimes be
dimensional image on the left and right cameras. How to  very difficult. But when handling the bullet target
automatically and efficiently improve the accuracy of  matching in the actual situation, if the background of
matching that is an important link in achieving the bullet ~ image is relatively complex, so the extraction of feature
matching. The commonly used image matching  points is inevitably affected by the noise and caused error
technology is mainly divided into the method based on  rate in the extraction of feature points, which lead to the
pixel and the method based on feature [1-3]. Based on the ~ decrease of matching precision. So the above methods
direct method is to directly calculate the difference value  cannot fully applicable to the situation, it need to find a
of image pixel grey value and that the same part of the ~ new method that is less affected by the environment, and
pixel grey value should be inferior to different parts of the ~ can be accurate and efficient implementation of the target
pixel grey value of value. This method is simple and  matching. The adaptive multiple target surface represents
intuitive, but the drawback is a large amount of calculation, ~ a planar target surface can be unlimited extension and the
and as the image has a larger under the condition of  distance between the planes can be equidistance change.
different rotation and illumination, the method cannot  Thus, this paper proposes a new adaptive multiple target
obtain satisfactory results. In order to reduce the grey-scale ~ surface iteration method to achieve the objectives
image matching method based on the false match rate and ~ matching. By finding about camera imaging of left and
improve the matching algorithm noise is less affected by ~ right view the same target at the same time in the same
noise, so the method based on characteristic is presented.  plane to achieve the goal of matching. The method by the
Based on the characteristics of the method is to extract  left and right view image perspective transformation [6-8]
contains important image feature points from the necessary ~ front view image then compare the pixels in the graph in
matching image, and then use similarity measure forimage  the face to judge the pixels are consistent about the
feature points matching. The commonly used features are  corresponding view of whether the bullet is the same goal.
edge, outline linear and angular point in image matching. ~ This method is rapid, easy to solve the matching problem
Matching based on feature for image distortion has certain ~ of the bullet, thus calculated to the three-dimensional
robustness, but its matching performance largely depends  coordinate in the process of bullet flight.
on the quality of the image feature extraction, and this kind
of method of image feature extraction are susceptible to

*Corresponding author e-mail: maxleiming@163.com
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2 Adaptive target face multiple iterative method
principle

2.1 ADAPTIVE MULTIPLE TARGET SURFACE
MODEL

In reality, the bullet’s flying process can be seen as the
bullet through countless planes, which are parallel to each
other. As shown in Figure 1, the bullet’s flying state can be
expressed as a process that the bullet flies through the first
plane to the N-th planar. The plane is parallel to each other
and the relative distance is very tiny. So three-dimensional
coordinate received in each plane when the bullet flies
through each plane can be used to represent the bullet’s
flying 3D trajectory figure.

,,,,,,,,

\_ Plane 1

FIGURE 1 The process of the bullet flying

Through the theoretical analysis above, we can adopt
the virtual plane, which is made of 8 landmark point when
the bullet flies through it. The plane ABCD is parallel to
the plane EFGH, and the line AD, BC, EH, FG are
horizontal and have equal spaces. If we divide the planes
between the plane ABCD and plane EFGH in average, we
can get N parallels planes and form random number of

parallel planes. The bullet’s flying through the
construction plane is shown in Figure 2.
E H
. e
Ae- eD
F oy e G
© Abullet
B C

FIGURE 2 The bullet’s flying through the construction plane
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2.2 THE PRINCIPLE OF MODEL ANALYSIS

When we use two array high-speed cameras, which are
placed in both the left and right sides to capture images of
the bullet flight, the imaging process of each image can be
seen stationary. Because of rotation and translation,
orthography is formed on the image plane when we move
the observation point and the image plane on condition that
the object plane is stationary. The imaging process can be
seen as a plane, which the actual orthography plane is
mapped to at any angle. That is to say, the imaging process
is the projective transformation, which transfers from a
two-dimensional planar scene to another, the point, which
transfers from one plane to another [9].

Therefore, the transformation can be expressed as H,
which is a 3x3 holography regardless of global scale factor
in the projective space [10-13]. Thus, H has 8 DOF. As
shown in Equation (1), M is the homogeneous coordinates
in the plane of the scene; m is the imaging coordinates on
the image plane.

M =Hm. (€
Thus, according to the camera model, Equation (1) can
be rewritten as Equation (2) by transformation. The
coordinates on the plane of random point M is (X, Y, Z) the
corresponding coordinates of image point is (u, v, 1).
Through calculating multiple points, we can obtain
holography transferring Equation (1) to Equation (2).

- 4l a X,
u v, 1 0 0 0 —-Xu -Xyv b Y
0 0 0wy v, 1 -Yu -Yv . !
u, v, 1 0 0 0 -Xu, -X,v, g Y2
0.0 0 U v 1 Yu Yy, | |- @)
N N N N . f
u, v, 1 0 0 0 -X,u, —-X\v, X
0 0 0w v, 1 -Yu, —ann_g o

Assuming that the cameras on both sides film the same
target, and adopting the unified reference coordinate
system, then we can get that the coordinates (X, Y) of
random point M on the scene plane are the same, while the
imaging coordinates (u, v) on the imaging plane resulted
from left and right view are different. Thus, the
relationship between pixels of front view images and
pixels of different angle images can be obtained from the
deformation of Equation (4) and expressed as Equation (5).
The coordinates (u, v) is on the imaging plane after the
perspective transformation, while (u’,v’) is on the front
view coordinates.
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fu, v, 1.0 0 0 —=Xu -XV | Z

0 0O u v 1 -Yu -Yv c

u v, 1 0 0 0 -X,u, -X,v, q

0 0 0 wu, v, 1 -Yu, =Yy, e =

., v, 1.0 0 0 —Xu, -Xv,
0 0 A =Yu, =YV, | g
- | a1 ©
u, v, 1 0. O. 0 _Xll.Jl —X1Y1 bl
0. O. 0 u, v, 1 —Y1U1I —Y1V1I o
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0 0 0 wu, v, 1 -Yu, -Yv, o |
: , : , : : : : : , , 1
u, v, 1 O. O. 0 —Xngn —Xnyn ol
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Thus, perspective transformation can be simplified as
the relationship between pixels of front view images and
image point of the plane image after the perspective
transformation. As shown in Equation (3), A is pixel
coordinates of image after perspective transformation. B is
pixel coordinates of the front view, is the perspective
transformation function.

AL =B, 4)

We can get the perspective transformation function
expressed as Equation (5) from Equation (4).
A=(ATA)*ATB, (5)

If there are n corresponding points, we will get 2n
equations about perspective transformation function, so we
can get the corresponding perspective transformation
function through 4 groups corresponding points. Because
the perspective transformation is the relationship from
pixel coordinates on one plane to another, so we can get
different perspective transform coefficients from different
front views of different sizes. At the same time, we can get
different perspective distortion when we film the same
object in a different angle, and the image of front view in
different position is different. In order to make the
subsequent match precisely intuitive, we should choose the
front view of same size, so that we can guarantee the
consistent results offering convenience for subsequent
image processing.

Using the double array camera capturing the image of
the bullet flight, we can obtain the bullet’s both sides
images when the bullet flies through the adaptive multiple
target surfaces. As shown in Figure 3, the left and right
view image represents the bullet 1 and bullet 2 fly through
the plane and respectively at the same time. When the left
camera and the right camera to capture the bullet image,
the angle of the camera, which led to the left, and right
view image has the projective transformation, so the
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collected images are not front view image. The bullets 1
and 2 at the same time t are not in the same plane of the
actual three-dimensional space.

positive figure of plane M2

Right Camera

FIGURE 3 The different imaging bullets in the left and right camera

As the same target that the camera of both sides film at
the same time must meet the actual space target in one
plane of real space. As shown in Figure 3, target 1 is in the
adaptive multiple target surface plane M; at the moment t.
Suppose that the four fixed points are ABCD, you’ll get
these four image point coordinates after image of left and
right view. The image point on the left side of these four
fixed points in the M plane is marked as As, while the right
side is marked as A,. The image point of front view with
the uniform size is marked as B. We can obtain the
perspective transformation relationship between left view
and right view of the uniform size through Equation (5). It
can get Equations (6) and (7).

A4 =B, (6)
AL =B. Y]

Apply 4 and A, separately to the left and right view,
we can recover the coordinates of bullet point targetl left
on the left to the coordinates in the front view and we will
get the new image coordinates Bi. When recover the
coordinates of bullet point targetl_right on the right to the
coordinates in the front view, we will get the new image
coordinates B,. Because targetl left and A; are in the left
view images of M plane, targetl right and A, are in the
left view image of M; plane, and targetl left and
targetl_right are the images of target1, then we can obtain
Equation (8) from Equations (6) and (7).

Ah =Ad,. ®)

Then, it can transfer Equation (8) to Equations (9) and
(10).

A4 =B,
A4 =B,.

Therefore, we can get that the coordinates of B, and
B, are the same. So we can finish the match of bullet
points through finding the intersection plane in which the

)
(10)
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image points of front view are fit by multiple iterations.
The image is shown in Figure 4.

Positive figure ( right)

If bullet photo overlap
, the posion of plane is

defined

bullet
. e

bullet

bullet overlap

RIGHT CAMERA PHOTO LEFT CAMERA PHOTO

Positive figure (left) /
FIGURE 4 Perspective transformation relations of the same bullet

Assume that the two bullet targets are both in M1 plane.
We can respectively recover the two bullet targets to the
front view through perspective transformation. The
recovery of bullet 1 can be obtained by Equation (9) and
Equation (10), at the moment the bullet 1 is in M; plane,
and we can get the same bullet coordinate points. For the
bullet 2, through the same principle analysis, the
coordinate of the left image is Aui, while the right is Acwe,
and the images of front view are C, and C,. They are shown
in Equations (11) and (12):

Anh = C,

Anth =C,.

While in practice, the bullet 2 is not in My plane of the
actual space, but in M plane. Thus, the coordinates of C;
and C;, which resulted from the transformation of
perspective transformation function in the front view can
not recover the both sides images to the front view images
in M plane where the bullet 2 is. So the coordinates of C;
and C; will not overlap. The recovered front view images
of bullet 1 and bullet 2 are shown in Figure 5.

(11)

(12)

Positive figure ( right)

bullet has confirmed
the plane , bullet2 none

overlap - I
* =

distance

bulletl

bullet2

* ]

RIGHT CAMERA PHOTO

/ LEFT CAMERA PHOTO
Positive figure (left)

FIGURE 5 Perspective transformation relations of the two bullets

Through the principle of the analysis, we can clear the
match of bullet points and achieve the goal of one to one
correspondence. According to Equation (13), we can
calculate the type 3d coordinates (X,,,Y,,,Z,,) Of space

target. The parameters with the letter | are calibration
parameters and pixel coordinates of the left camera, while
the parameters with the letter r are calibration parameters
and pixel coordinates of the right camera in Equation (13).
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3 Experimental analysis and simulation
3.1 EXPERIMENTAL SCHEME

In order to prove that the proposed algorithm can be
implemented with, as well as to solve problems in practical
application, experimental simulation standard 5.56mm
bullets, high-speed analogue camera with PhantomV12.1.
Camera that full frame resolution of 1280x800, full frame
shooting rate of 6,242 frames/sec, the maximum recording
rate of up to 1,000,000 frames/sec, experimental
simulation 6,242 frames/sec.

Given  experimental  conditions, cannot get
PhantomV12.1 speed cameras. So using old-fashioned
shoot animation processing forms, taking photos with a
digital camera to simulate every artificial speed camera
frames of all, according to the bullet velocity 860m/s, each
piece can be calculated bullet moving distance of about
0.137 meters, after several manual shooting, and
ultimately can get high-speed camera to capture the effect
on the bullet. If it does not consider the iris of the camera,
capture efficiency and the target, respectively, this and the
actual site situation is almost the same, so it can be used to
verify the algorithm.

Specific structure of experiments shown in Figure 4,
which constitute a rectangle EFGH is the target region of
the bullet, the trajectory of the bullet 1 and 2. With two thin
leads from the target surface area, put a line marker bullet
black fake bullet marks, as the bullet frame shooting
targets, which two thin three-dimensional trajectory as a
follow-up compared in order to test the correctness of
trajectory calculation.

TARGET AREA

Cuboid configurated

by line (1-4) .

bullet 2 bullet 1

T

left digital camera Right digital camera

FIGURE 6 Test chart of the algorithm
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AE, BF, CG, DH are perpendicular to the target surface
EFGH four thin, with the target area together constitute a
virtual rectangular multi- target surface, A-H these eight
signs point constructed bullet during flight through space
plane. Where in the surface and the surface is a surface
parallel to each other, the distance between the same.
Figure 6 is a schematic structural view of a test algorithm,
Figure 7 is a left side of the camera seen from the test
structure, and the structure of the right side of the camera
as seen in Figure 7 is symmetrical.
na

LINE2

—_|

FIGURE 7 Bullet flying through the virtual target surface

This experiment uses a digital camera for two virtual
analogue bullets through the process of shooting the target
surface, and gets a series of shots left and right view
images. Figure 8 and 9 show the left and right camera
capture the two bullets images at a time.

Right camera

FIGURE 8 Left camera to
capture the two bullets

left camera

FIGURE 9 Right camera to
capture the two bullets

3.2 EXPERIMENTAL SIMULATION AND ANALYSIS

Read the collected images in matlab, because the eight
landmarks and the two bullets target are small, their
coordinates can be manually obtained by selecting the
centre of their coordinates. After getting A-H the eight
landmark coordinates, connect their coordinates in turn.
The result is shown in Figures 10 and 11.
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FIGURE 10 Right camera virtual surface composed of eight landmarks
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FIGURE 11 Left camera virtual surface composed of eight landmarks

Thus, it can be divided into 20 for AD, BC, EH; FG and
these points with the same distance are connected in turn,
which forming 20 parallel planes. So there is a one-to-one
correspondence between the 20 parallel planes and the
equidistance 20 planes in three-dimensional space. The
result of image segmentation of equidistance is shown in
Figures 12 and 13.

1800 r : r r T r r
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1400+

1200

1000

G800
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400 1 1 1
800 1000 1200 1400 1600 1800 2000 200 2400
FIGURE 12 The uniform cutting plane of the right view
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FIGURE 13 The uniform cutting plane of the left view
First assumption, two bullets bulletl and bullet2
imaging are in the same plane ABCD at the same time. By
formula it can respectively calculate the perspective
transformation relations function about the left, right
image plane and the uniform size of the front view. Then,
applying the function to the left image and right as the
recovery of the bullet point coordinates. Figure 14 shows
the two bullets bulletl and bullet2 in the left view image
by perspective transformation to get the two bullets
coordinates b1 and b2 in front view image. Figurel15 shows
the two bullets bulletl and bullet2 in the right view image
by perspective transformation to get the two bullets
coordinates b2 and b4 in front view image. By comparing
the coordinate size, b1, b2 and b3, b4 the coordinates of
the points are not the same. Through the analysis of
Equations (11) and (12), the two bullets are not on the
plane ABCD at the moment, as it not find the bullet into
the actual plane at the moment.

300

250

A D)

200

. . ]

bl B b2 d
FIGURE 14 The bullets’ coordinates b1 and b2 by the left image ABCD
conversion
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FIGURE 15 The bullets’ coordinates b3 and b4 by the right image
ABCD conversion

Through to the next image plane of the same algorithm,
iterative until it finds the coordinate of a bullet is same on
the front view image by restoring the left and right view
image. Through iteration, it gets a front view of the
uniform image plane MNOP, and the result is shown in
Figures 16 and 17. Figure 16 shows the left view image
bulletl1l coordinates through transformation to get the
coordinates c1 in front view, at the same time, bullet2
coordinate is converted to coordinate c2. Figure 17 shows
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the right view image bulletll coordinates through
transformation to get the coordinates c3 in front view, at
the same time; bullet2 coordinate is converted to
coordinate c4. From the coordinates of the results shows
that c1 and c3 is the same, coordinates c2 and c4 are not
equal. Through the analysis of Equations (9)-(12), the
bullet1l into the plane MNOP, the bullet12 is not on the
plane MNOP at this time, which can be found through the
recovery of left and right view the coplanar planes, is to
determine the bullet points around the image matching.

M P

+C1
c2

o = %o SN W =
FIGURE 16 The bullets’ coordinates C1 and C2 by
MNOP conversion

O30

the left image

200

W\

4 * O3

s ] N T

FIGURE 17 The bullets’ coordinates ¢3 and c4

MNOP conversion

Through the above algorithm, multiple iterations
around until it finds the coordinates of the bullet is
consistent, that is sure to know the same bullet’s imaging
point in the left and right view. About as long as it can find
a set of matching bullets coordinates, then the continuity
of the trajectory of the bullet image may be used for
matching judgment, then can realize the bullet match in
each moment.

Determine the internal and external parameters of
camera by camera calibration and combining the
Equation (13) that can calculate the bullet’s three-
dimensional coordinate. Connect the three-dimensional
coordinates of the bullet that can get the bullet’s three-
dimensional trajectory. Figure 18 shows the simulation
results of the three-dimensional trajectory.

=% = Tz

by the right image

10

00
FIGURE 18 Three-dimensional trajectory of the two bullets
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4 Conclusions

In order to obtain the flight trajectory of the bullet diagram
is the three-dimensional coordinates of different points in
time, the need to solve a major problem is that the presence
of multi-target, so the camera one by one to the bullet point
target pair. This process as the bullet flying through the
numerous virtual planes parallel to each other in the
process, and the left view image converted by the
perspective transformation is a front view of the image.
Through multiple iterative methods to find the
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Abstract

Intelligent algorithm is developing rapidly with the development of computer technology. And it is widely used in scientific research
and industrial application. As a kind of intelligent algorithm, particle swarm optimization (PSO) has been used in solving problem for
a long time. It is based on the bird group behaviour and uses biological group model to find the optimal solution. Its advantages are
fast calculation speed and easy implementation while the disadvantages are easily getting into the local extreme, slow convergence
speed in the late evolutionary and poor precision. In order to avoid the disadvantages, some modification has been studied for PSO
algorithm and establishes the concentration degree and steady degree based PSO (CS-PSO) algorithm in the paper. Based on the
convergence performance of particle swarm depends on the particle exploration ability, search space has been adaptively adjusted to
improve the convergence performance of particle swarm optimization with the variation of optimal fitness value. Corresponding
adjusted method has been shown in the paper. According to the example verification, the CS-PSO is effective and then the algorithm
is used in the bellow structure optimization.

Keywords: intelligent algorithm, particle swarm optimization, space adjusted, experimental test

1 Introduction into the local extreme, slow convergence speed in the late
evolutionary and poor precision.
Intelligent computing is also known as "soft computing", In PSO, each solution of the optimization problem is a

which is affected by natural rules of enlighttnment.  bird in space, which we call "particle”. All the particles
According to its principle, imitate the algorithm to solve ~ have a fitness value, which is determined the optimized
the problems. Principle of bionics design (including the ~ function. Each particle has a speed to determine the
design algorithm) is intelligent computing thought.  direction and distance. Then particles follow the current
Intelligent algorithms [1-5] are more and more widely used ~ optimal particle to search in the solution space.
in solving different optimization problems. Programming PSO is initialized to a group of random particles
of the intelligent algorithm includes linear programming  (stochastic), and then through the iteration to find the
[6-9], dynamic programming [10-12], etc. The content  optimal solution. In each iteration, particle is updated by
includes many algorithm, such as artificial neural network  following two extreme values. The first is the optimal
[13-15], genetic algorithm [16], simulated annealing  solution found by particles themselves, and this solution is
algorithm [17], and swarm intelligence technology [18]. called. The other extreme is the optimal solution found by
As an important kind of intelligent algorithm, the PSO  all the particles, and this solution is called. It is also just
is easy to realize with not too many parameters need to be  to one part of the particles as neighbour instead of all the
adjusted. It needs not differentiable derivative and related  particles. In this condition, the optimal solution is the local
information. PSO can be used as a permutation and optimal solution. When particles find the two optimal
combination optimization method to solve mixed integer solutions, they will update the information of themselves.
nonlinear problems [19]. Iteration termination condition usually select
Particle swarm optimization (PSO) algorithm isa new  maximum iterative times or current optimal position fit for
evolutionary algorithm which is developed by Kennedy ~ the minimum adaptive threshold as the terminal
and Eberhart in 1995. The basic idea is inspired by results ~ conditions. The basic particle swarm optimization will not
of bird group behaviour, and use and improved the  need the user to determine many parameters, so the method
biological group model developed by biologists to provide ~ is quite convenient. But it is easy to fall into local
the particles fly to the optimal results in solution space. It~ optimum, and the search accuracy is not high. Therefore,
belongs to a class of stochastic global optimization  itis necessary to improve [20-25].
technique and finds optimal regions in complex search Although there is many improved method for PSO, it
spaces through the interaction between particles. Its  still has room to grow. In order to avoid the disadvantages,
advantages are fast calculation speed and easy  some modification has been studied for PSO algorithm and
implementation while the disadvantages are easily getting ~ establishes the concentration degree and steady degree

" Corresponding author e-mail: yangjuansky@126.com
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based PSO (CS-PSO) algorithm in the paper. Based on the
convergence performance of particle swarm depends on
the particle exploration capability, search space has been
adaptively adjusted to improve the convergence
performance of particle swarm optimization with the
variation of optimal fitness value. The main contribution
of the paper is the proposition of an improved PSO
algorithm (CS-PSO). The remainder of the paper is
organized as follows: Standard PSO algorithm is described
in section 2. CS-PSO method, including some definition
and the mathematical model is shown in section 3.
Examples verification and engineering application are
shown in section 4. Application introduction is shown in
section 5. And the conclusion is described in section 6.

2 PSO
2.1 STANDARD PSO algorithm

For arbitrary particle d in the space, position and speed
updated at k-th times iteration can be expressed as the xfj

and v(‘j. The position and speed of (k+1) times of
iteration would be updated by the Equations (1) and (2).

xS =X v, 1)
k k Kok Kk
Ve = avg +en (P — X)) + G (P —X4) . (2)

where, w is the inertia coefficient; r; and r, are the random
number between 0 and 1. Generally, ¢, =c, =2. Position
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vector p'é is the optimal position in k-th times iteration of
particle d, which is called ppest. pg is the optimal position
in k-th times of iteration found by all the particles, which

is called Gy -

The inertia coefficient would vary in the search process
with the principle of Equation (3).

@)

3 CS-PSO method

How to improve global convergence performance of PSO
is always one of the focuses of current research. The
convergence performance of particle swarm depends on
the particle exploration capability in the solution space.
The global convergence performance of PSO algorithm
can be improved by improving the particles search ability.

3.1 DEFINITION

In this paper, we will give some definitions and these

definitions would be used in the modified PSO method.
Definition 1: Set py. (i,k) as the fitness value for the

best position of the particle i at time k, and set g,.; (k) as

the best position of all particle's fitness value. Then we
define the concentration degree con_deg(k) as the

following:

(4)

M
—L?be“(kﬂ 23 Py (1K) % 0
izm (i k)| M3
M best \'»

con_deg(k)={ ) y .
. 1 .

lim % V2|pbest(|'k)| =0
MZ| pbest(il k)| -
i1

Apparently, con_deg(k) is between 0 and 1. After
iteration for a certain time, con_deg(k) would move
close to 1. This means the particles concentrate together.

con_deg(k) reflects all particle concentration degree at

time K .
Definition 2: Set the steady degree ste _deg(k) as:

®)

M
lgbes—t(kn iZ:|pbest(i’k)| #0
LS G (i) i
S Ipest (1,

ste_deg(k)={ " ®) s '
- 1 i
im :LL%L' §Z| Phest (. K)| =0

§Z| pbest(i’k)| o
i1
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In the definition, S is the smooth order. It usually uses
an integer between 10 and 200. ste_deg(k) is also

between 0 and 1. After iteration for a certain time, the
ste _deg(k) would move close to 1. Then, the velocity of

the particle is approximately to 0. It reflects the steady
degree of the particle at the time k.

Obviously, at a certain time in the iteration, all or part
of the particles can be modified to jump out of local
solutions to obtain the global optimal solutions with the
concentration and stable degree of the particle.

3.2 CONCENTRATION AND STEADY DEGREE
BASED PSO ALGORITHM (CS-PSO)

Searching in the standard PSO algorithm, particle swarm
will move to the local minimum or global minimum
convergence. In this case, PSO often has searched the
region or close region with global optimal position in it.
Then, the searching speed is much slower than earlier
period, the search speed is almost zero and the local search
ability is extremely low. Therefore, it is necessary to avoid

Yang Juan, Han Xuesong
the occurrence of this phenomenon by effective measures
to provide finer search for the small range of the global
optimal solution to improve the efficiency and accuracy.
In this condition, search space should be adaptively
adjusted to improve the convergence performance of
particle swarm optimization with the variation of optimal
fitness value.

Main idea of the CS-PSO.

Set g,e (K) as the fitness value of particle swarm
optimization at the iteration step K, the corresponding
optimal position is Xy = (Xg1, Xg2,--Xgn) - The original
variation interval of dth dimension variable particle is
region(d) =[Sieft_q Sright—a] » d =12,...,.N . Shrinkage
factor of the interval o (0,1) and maximum permissible
error of the interval is J. After iteration for K steps, then
Opest (K) —Opest(k—L) <& , and K-L>0, ¢ is the

permissible error with given fitness. L is a positive integer.
Adjustment of particle swarm search space will be given
according to the following formula:

[Xga —a(@—a)(Xgg —Sieft—d) Xgd + &L= ) (Sright—a — Xga)]

region(d) = it maxgna — S _a | > &
[Sieft—d » Sright—d]

others

So, as the iteration proceeds, convergence speed of
particle swarm optimization ability and local exploration
would be enhanced according to the contraction of particle
swarm search space to improve the convergence accuracy
of particle swarm. When it at a certain moment and the
solution space contraction to a certain extent, it can be
extended particle swarm search space to provide all
particles have fully variation in the new space to jump out
of local optimum to obtain the global optimum. This
method can balance the efficiency and precision of the
optimization process"

The CS-PSO algorithm can be divided in to some steps
as shown in Figure 1.

28

(6)

4 Verification

4.1 MATHEMATICS MODEL VERIFICATION
Parameters in the PSO will be set as: the inertia weight of
the maximum and minimum values is 0.9 and 0.1
respectively. Maximum iteration number is 2000 and
independent operation for 50 times.

1) Test function is shown as the following:

min f,(x) = (%, —10)% + (x, —20)°,

100—(x, —5)% —(x, —5)* <0
St {(x —6)%+(x, -5)*-82.81<0,
13<x, <100, 0<x, <100

The global optimal solution is x* =(13.985,0.8216) ,
and then f(x") =—6908.324 .
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Set the parameters:
particles size: M
iteration weight:
accelerating factor: c1, c2
permissible error with given fitness: ¢
Shrinkage factor of the interval: o
maximum permissible error of the interval:5

Iteration step length: L
|

[

| o

Fitness value calculation of each particle

Determination of individual and global
optimal position

Analyze the variation characteristics of fitness
value of the particle swarm

Change the search space?

Yes

Adjust the search space

-l
-

y

Compare the fitness value of each particle with
the best position fitness value ppest aNd Gpest

No

Better or not?

No

Y

Replace the value

Keep the value with no
change

A

Is the results meet the demand ?

Output result and finish
the calculation
FIGURE 1 Flow chart of CS-PSO

2) Test function is shown as the following:

min f,(x) = (x, —10)% +(x, —20)3.

St

0 <85.125+0.005723x,X, +0.000624x,X, —0.002204x,X, <100

90 <80.5125 +0.007231x, X, +0.0030032x,X, +0.0021813x? <110
25 <9.300736 +0.0047012x, X, + 0.0012591x X, — 0.00190021,X, < 25

75<x <103,33<X, <50 25<x <45, i=34,5

29
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The optimal value is f(x")=680.

3) min f(x) =x*+(x, —1)°.

st % =
-1<x <],

i=12
The optimal value is f(x") =0.74.

4) min f,(x) = x> +4x,”.

Yang Juan, Han Xuesong

The optimal value is f(x")=0.800001, while the
X =(0.80.2).

Table 1 gives the results comparison of algorithm
proposed in the paper and other algorithms referred in
other paper. In the table, results of algorithm proposed in
the paper show better performance than PSO.H and GA
algorithms. The optimal value found by the particle size of
20 with the method proposed in the paper has a good

performance with the optimal value found by particle size
of 20 with the other method. For some functions, algorithm

X —X,—1<0 proposed here can get better results.
Sitix,-1<0

—X —X,+1<0

TABLE 1 Results comparison with other algorithms
. TRPSO —90-
FUNCtio particles size M=40; M=20; Foc?) M20; PSO.H GA
n —_ — — C1—C2—1.8
Cc1=C,=1 C1—Cz—l.8

f1(x) -6961.813876 -6961.813876 -6961.813876 -6961.7 -6952.1
fa(x) -30665.538672 -30665.538672 -30665.538672 -30665.5 -30664.5
f2(x) 0.749912 0.749917 0.749990 0.75 0.75

TABLE 2 Results comparison with other algorithms

) Number of
Function experiments
TRPSO 50
f3(x) MRR 10
TRPSO 50
fa(x) MRR 10

The algorithm in calculation is compared with the other
algorithms by the convergence rate and stability. The
results are shown in Table 2. It is shown that the
convergence efficiency and velocity of the algorithm in
this paper are higher. The experimental results show the
effectiveness and rationality of the proposed algorithm,
which means certain advantage of the algorithm.

4.2 ENGINEERING EXAMPLES

Bellows expansion joints are widely used in petroleum
system, chemical plant and the nuclear system. They are
the temperature and stress displacement compensation
element. The bellows are the main components, and the
structural design parameters are integer and discrete. The
design process involves many performance constraints and
highly nonlinear for objective function. Bellow
optimization design problem belongs to problems with
nonlinear constrained discrete design variables.

1) Use this method to optimize the structure parameters
for bellow with design pressure of 0.25MPa and diameter

of 400 mm. The optimal solution  of
Xy Xo, X3, X4 (N, N, h,t) is found the least unit volume
weight.

Xq, Xz, X3, X, are layers number, wave number, wave
height and single wall thickness. xq,X,,Xs,X, are all

30

Effect number of Mean number of

experiments iteration
50 121
6 30
50 16.3
10 25

discrete variables, and Xy, X,, X5 are integer multiple while
X, is the integer multiple of 0.2.
The constraint condition of the self-variable are:
1<x, <10
1<x, <10
30<x<70
06<x,<12
Corrugated pipe material is 316L and the design
temperature is 300°C. The pitch of waves is q=41mm,
and fatigue life cycles is 10500 times. Taken steel plate
utilization into consideration, the bellows expansion
length should be 500 mm with an error less than 5%.
Constraint conditions of calculation method, relevant
parameters, strength, stability and fatigue life of the
bellows are referred with related papers. For the
simplification of calculation, strength factor of C,, =3.0

are adopted. Then, the mathematics model for the bellow
can be described as the following:

Q

Find X(%,X,,X3,%,) to provide the min f(x) =

Q=(D, +xx3)x3.14x, %30, L=(2%3+0.57lq)x, + 2L, ,
where, p is the density of bellow material; Dy is the
diameter.

Q=(D, +%xX3)x3.14x, %30 , E=x,(e—-0.15q¢) ,
where, e is the compensation rate for bellow.
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e= max{e1 =eg+e, —|e ] er =y +

0.15

a¢ _|ex|} ,

co

_[207 —0.7(0y +0o7) %5
oty  5Eut,
2xC¢  3Cy

bellow; ey, ey, ey are the displacement of axial, horizontal

and angular direction; Cq, Cy, Cy, ¢ are the coefficients. Ep

P— Psc <0

— Psi <0 '
where, p is the design pressure; psc, psi are column
instability and plane instability pressure limit.

Xy , where, t, thickness of the

is the elastic modulus which is subject to {

oy — O';b <0

o,—oy <0 Where, oy is the allowable
(o3+0,) —30;13 <0

stress for the corrugated pipe with design temperatures;

01,0,,05,0, are the film pressure and bending stress due

to the stress for corrugated pipe, respectively.

TABLE 3 Comparison of results with different calculation methods

Method X, X, Xs X, F(x)
Existing 1 3.0000 45 1
parameters
New method 1  4.9893 30 058 0046
Theoretical ) 5 59 ) 0.6
solution

From the result of this method, the optimization target
value increases by 66.31%. The difference between the
method and the theoretical solution is less than 1%. The
optimal solution is (1,4.9893,30,0.6) . The discrete degree
is very high and satisfies the discrete accuracy
requirements.

In the solving process, 10 local optimal solutions have
been acquired. It can be seen that when it is at iteration
times of 29, the optimal solution is approximately to the
global optimal solution (Figure 2).
2.0+
1.8+
1.6 1
1.4 1
1.2 1
1.0 A
0.8

QIE

0.6
0.4
0.2
0.0

-0.2

0 10

T
20 30 40 50 60 80 90 100

iteration time
FIGURE 2 Local optimal solution

70

sg(x)

31
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095Ly <L<Lly, Ng—-[Nc]I<O0 , where, Lg is

expansion to fixed length or their divisibility times, L is the

bellow expansion length, [Nc] is the allowed design life of
bellow, Nc is the working life of bellow.

The equations described above represent the variable
constraint, stability constraint, strong constraint,
expansion length constraint and fatigue life constraints.

2) The optimization calculation and result analysis

To meet the requirement of engineering, the optimal
solution should be discrete solution in the feasible domain.
Define initial constraint penalty factor is big enough
relative to the optimal objective function. With the test
results, define r =100, discrete penalty factor sy, =1

and c¢=1.005. The maximum iterations number
Kax =100. Particle number Ny =50 and @y, =1.2,
®pmin = 0.4 . Optimization design of discrete variables is

processed for the bellow and calculation results and
theoretical solution is included in the Table 3 by using the
grid method.

rG(x) Q
0.086
0 0 0.0472
0.047

5 Application introductions

PSO algorithm is widely used in neural network training
for function optimization, fuzzy system control and other
intelligent algorithm. Here we give some introduction of
the applications of the algorithm.

5.1 OPTIMIZATION OF FUNCTION

Study of particle swarm algorithm and convergence is to
study and solve the optimization problem much better.
Usually, this kind of problem is quite complex for the
problem having character of large scale and high
dimension. At the same time, in the mathematical nature,
the complexity can be reflected as non-linear, non-convex
and non-differentiable calculus properties and large
number of local extreme values exists in function
distribution. Compared to the traditional deterministic
optimization algorithm, the PSO algorithm has the
characteristics of fast reaction and high sensitivity in
solving this kind of problem with the proper choice of
initial value. Other global optimization algorithms, such as
genetic algorithm, simulated annealing algorithm,
evolutionary  programming, etc. have different
mechanisms and single structure, and it is difficult to
achieve efficient optimization in complex functions with
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high dimension and direction. But the PSO algorithm
combines the advantages and disadvantages and it can
achieve efficient optimization of this kind of problems.

5.2 NEURAL NETWORK TRAINING

The PSO algorithm is now mainly exist in 3 aspects of
training neural network:

1) network topological structure and function transfer;

2) weight settings in connection;

3) intelligent learning. Each particle can completely
describe all the related parameters of the neural network.
Optimization of these parameters can be obtained with
repeated updating to achieve the training effect. Compared
with similar types of learning algorithms, such as back
propagation algorithm, particle swarm algorithm used in
the neural network has advantages of without the help of
differentiable derivative and differential properties in
transferring information between the functions. PSO also
can get better results than the error back-propagation
algorithm with higher speed under high probability
conditions.

5.3 PARAMETERS OPTIMIZATION

Particle swarm optimization algorithm can be used in
parameters optimization in continuous and discrete
problems. The problems mainly include signal processing,
path planning of robot, the fuzzy controller design, and the
pattern recognition problem

5.4 COMBINATORIAL OPTIMIZATION

Particle swarm algorithm with "01" string coding needs a
more reasonable solution and measures in many ordered
structure problems in combinatorial optimization problem
and the expression of constraint handling problems. When
the problems are different, correspond particles
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Abstract

A numerical model of cycloidal gear is created by using three-dimensional software and finite element analysis is applied with ANSY'S
platform. The first six natural frequencies and mode shapes are obtained, as a result. Influences from structure, material and thickness
of the gear are investigated. Analysis shows that, modal shapes of cycloid gear are mainly circumferential modes, umbrella-type modes,
torsional vibration mode and radial modes. The first six natural frequencies of 5 kinds of cycloid gear with variable cross-section were
smaller than those of ordinary cycloid gears, and cycloid gears with variable cross-section can avoid resonance frequencies easily.
Dynamics of five new cycloidal gears with variable cross-sections are consistent with ordinary cycloid gears. Modal frequencies of
ordinary cycloid gears increases in accordance with materials, such as bearing steel, alloy steel and plastics; also, natural frequency
increases with the increase of the thickness of the gear. Conclusions of this paper provide a basis for dynamic designing of cycloid

gears.

Keywords: cycloid gear, finite element modal analysis, free modal, constraint modal

1 Introduction

In recent decades, many scholars have done a lot of
researches in terms of cycloid drive. Yan Hong Sen and Ta
Shi Lai [1] established a basic planetary gear system based
on a cylindrical tooth profile. Laita-Shi [2-4] proposed a
mathematical model and design procedures for planetary
transmission systems with cycloid gears and derived the
equation of meshing cycloid drive from conjugate surface
theory. Leilei et al [5] built a finite element model of the
cycloid gear and needle teeth based on ANSYS software
and conducted three-dimensional contact analysis. Thube
S. V and TR Bobak [6] established a finite element model
of the rotating parts of the cycloid reducer and conducted
a dynamic analysis. Zhang Xiu Yan and Xiao Jun Dai [7-
8] designed a new type of tetracyclic cycloid gear,
conducted meshing stiffness analysis and finite element
modal analysis based on the finite element software.
Biernacki and Krzysztof [9] designed a plastic cycloidal
gear and conducted its finite element analysis. Nam, WK,
JW Shin, and SH Oh [10] designed a thin ball reducer for
a robot. Xiaojun Jun and Wei-Dong [11] established solid
model of RV cycloid reducer using Pro/E software and
built dynamic analysis models, analysed the inherent
characteristics of cycloid using ANSYS software. Liji
Shun et al [12] established solid model of cycloid gear with
two teeth difference using Pro/E software and analysed the
inherent characteristics of cycloid including non-binding
modes and modal with actual boundary constraints using
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ANSYS software. Qin Guang Yue et al [13] conducted
modal analysis for Shearer cycloidal gear based on
ANSYS software. Woody and Zhang you Chen [14]
established cycloid gear model for multiple teeth
difference using ANSYS analysis software, derived root
stress calculation formula of cycloid gear with different
meshing phase angles and calculated and analysed root
stress of cycloid gear with different meshing phase angles.

Cycloid planetary drive is a drive with broad
application prospects. Cycloid planetary transmission has
significant advantages including transmission ratio range,
hardened (bearing steel) multiple-gear meshing, small,
smooth motion, long life, low noise, high load capacity and
high  transmission efficiency. Cycloid planetary
transmission has been widely used in many industries and
occupies a very large portion in reducer industry. Tooth
profile of cycloid gear is composed of hypocycloidal or
epicycloid and is a key component of cycloidal gear
reducer. As a part of the main transmission, cycloid gear
bears the coupling of multiple parts in the meshing process.
If its own natural frequency coincides with the drive
frequency, it may cause forced vibration of whole reducer.
So modal frequencies for each cycloid is calculated in this
paper, it can provide a theoretical basis to avoid resonance
and the emergence of harmful vibration mode and study
dynamics in depth.
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2 Mathematical model of tooth profile for an ordinary
cycloid gear

One method of forming cycloidal tooth profile is of
formation with two external circles, another method is of
formation with two circles inner meshing. Formation
method with two external circles meshing is described
here. The two circles are named a roll circle and a base
circle, respectively (insert a figure, Figure 1). When the
roll circle and the base circle are tangent externally, and
the roll circle makes pure rolling against the base circle,
the trajectory of any fixed point on the roll circle is a
epicycloid. Equations of a cycloid gear in Cartesian
coordinate system are as follows.

X, =(r1+r2)5in¢—r25in[i¢],

1)
Y, =(r,+r,)cosp—r, cos[rr—lgﬁ],

where 1, represents the radius of the base circle; r,
represents roll circle radius; ¢ represents the angle of the
roll circle rotates about the centre of the base circle in
forming a cycloid.

3 Finite element modal analysis for ordinary cycloid
gear

3.1 MODAL ANALYSIS THEORY

A modal is the representation of natural vibration
characteristics for a mechanical structure, each modal has
specific natural frequencies and mode shapes. Modal
analysis in this paper is used to obtain the natural
frequencies of cycloid gears. Free vibration equation is as
follows:

[M]{u}+[K]{u} = {0}, (2)
where [K]is stiffness matrix, [M] is mass matrix, {u}

and {u} are acceleration vector and displacement vector

respectively. Algebraic equation of natural frequency is
obtained by solving free vibration equation.
W +aw "™ 4. +aw" +a, =0. 3)
Order natural frequencies and mode shapes of the
structure can be obtained by solving Equation (3).

3.2 ESTABLISH FINITE ELEMENT MODEL OF
ORDINARY CYCLOID GEAR

Cycloid gear geometric model is established with 3D
modelling software, as shown in Figure 1. The 3D model
is imported to ANSYS and finite element modal analysis
is conducted. Parameters and procedures are as follows.
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1) Modulus of elasticity is 2.07 x 10° Mpa, Poisson's
ratio is 0.25 and the density is 7.8x103 kg/m?.

2) Model meshing is conducted. Mesh quality and
density have a very big impact on the results of finite
element analysis and have direct impact on the quality of
the final grid results. Because cycloidal tooth profile is
complex, the sweep mesh partition method is adopted in
this paper. The model grid is mainly Hexahedral elements.
Final model is divided into 107,955 units and has a total of
162,553 nodes. Finite element model of ordinary cycloid
gear is shown in Figure 2.

3) Analysis type is specified as modal analysis.

4) Set number of extended modal. Structure vibrating
can be expressed as linear combination of vibration modes
corresponding to natural frequencies. Low order modes
have great impact on the vibrational structure, low natural
frequencies and mode shapes have practical significance.
So generally the first 5 to 10 modal analysis are performed;
in this paper, the first six natural frequencies and mode
shapes are calculated.

FIGURE 2 Finite element model
of the ordinary cycloid gear

FIGURE 1 Geometry of
ordinary cycloid gear

3.3 RESULTS ANALYSIS

According to modal analysis theory, modal characteristics
under arbitrary boundary constraint conditions can be
calculated by mathematical modelling methods from
modal parameters calculated under free boundary
conditions. On the contrary, the results obtained under the
specified boundary conditions cannot be converted to the
dynamic characteristics of other boundary constraints. It is
necessary to analyse the differences for ordinary cycloid
gear between modal analysis under free boundary
conditions and modal analysis under actual boundary
constraints. Figure 3 shows the comparison of natural
frequency for cycloid gear between free modal and
constrained modal. As can be seen, the first-order and
second-order natural frequency of ordinary cycloid gear
under constraint modal is bigger than that of free modal.
But the third-order to sixth-order natural frequency of
ordinary cycloid gear under constraint modal are smaller
than that of free modal.

2000
—+-Free modal
= Constraint modal

I
2 3 4 5 6
Kodal order

6000

4000

2000

Natural frequency/Hz

=

FIGURE 3 The comparison of natura3l frequency for ordinary cycloid
gear between free modal and constraint modal
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4 Structure impact

4.1 DESIGN FIVE NEW VARIABLE CROSS
SECTION CYCLOIDAL GEAR

Cycloidal gear with variable cross-section is obtained
when tooth profile changes along the axis of the gear,
linearly or non-linearly. Each cross-section of variable
cross-section cycloid gear is a tooth profile of ordinary
cycloid gear. Five kinds of variable cross-section cycloid
gear are designed and 3D structure is shown in Figure 4.
These shapes include concave, drum-shaped, spherical,
oblique and tapered. The outer periphery tooth surface of
concave cycloidal gear (Figure 4a) is the concave surface,
corresponding needle teeth are convex central drum.
Central convex drum-shaped surface of needle teeth mesh
with the outer periphery concave surface of cycloid gear.
Drum-shaped cycloid gear (Figure 4b) is contrary to the
cycloidal gear with concave structure. Its outer
circumferential tooth surface of cycloid gear is convex
central drum surface, corresponding needle teeth are
concave surface. Needle teeth of spherical cycloid gear
(Figure 4c) is spherical, corresponding outer periphery of
cycloid gear is arc-shaped surface meshing with the ball
needle teeth. Needle teeth of oblique cycloidal gear (Figure
4d) are inclined cylinder, their outer periphery teeth of
cycloid are inclined surface. The tooth profile of Conical
cycloidal gear (Figure 4e) is conical surface. Contact areas
between these five new cycloidal gears and their
corresponding needle teeth are large. Contact stress is
uniform. They have high transmission efficiency and long
service life.

e) Conical cycloidal gear
FIGURE 4 5 kinds of variable cross-section cycloid gear
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4.2 MODAL ANALYSIS

If structural design of cycloidal gear is unreasonable, then
the cycloid reducer at work will generate noise and
vibration. It is necessary to conduct finite element modal
analysis for the five kinds of new cycloid gears. Figure5
shows the comparison of natural frequency among the five
kinds of variable cross-section cycloid gears and ordinary
cycloid gear. As is shown, the first order natural frequency
of ordinary cycloid gear is 2094Hz and the first order
natural frequencies of the five new variable cross-section
cycloid gears are 2068Hz, 2019Hz, 1884Hz, 2039Hz and
1963Hz, respectively. The first six natural frequencies of
the 5 variable cross section cycloid gears are less than that
of ordinary cycloid gear; so, it is easier to avoid the
resonance for the 5 variable cross section cycloid gears.
Changing trends of the first six natural frequencies of the
5 variable cross section cycloid gears are consistent with
that of ordinary cycloid gear. Thus dynamics of the five
new variable cross-section cycloid gears are consistent
with that of ordinary cycloid gear .The front sixth modal
shapes of three kinds of cycloid gear are shown in Figure
6,7 and 8 ,the shape of which is concave, drum-shaped and
spherical respectively. The front sixth modal vibration
shapes of these three kinds of cycloidal gear are very
similar. The main deformation parts locate in the middle
and edge of cycloidal gear. Deformation of spherical
cycloid gear is bigger than that of concave and drum
shaped cycloid gear.

8000

—+— concave
—#—drum shaped
spherical

6000

4000
oblique

——conical
——ordinary

2000

latural frequencyo:

the cycloidgear/H

0

2 5 [}

3 4
Kodal order

FIGURE 5 The comparison of natural frequency between variable
cross-section cycloid gear and ordinary cycloid gear

e) The fifth order

f) The sixth order

FIGURE 6 The modal vibration pattern map of concave cycloidal
gear from the first to the sixth order
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e) The fifth order f) The sixth order

FIGURE 7 The modal vibration pattern map of drum shaped
cycloidal gear from the first to the sixth order

e) The fifth order

FIGURE 8 The modal vibration pattern map of spherical cycloidal
gear from the first to the sixth order

f) The sixth order

5 Impact of material

Due to the development of high-performance engineering
plastics, application of plastics in industry is accelerated.
Materials used to produce gears are no longer limited to
metals, plastics are used as well. Finite element model
analysis of ordinary cycloid gear, with different materials,

14 18(9) 34-39
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including bearing steel, alloy steel and plastics, are
performed. Material parameters of cycloid gear are shown
in Table 1.

TABLE 1 Material parameters of cycloid gear

. Modulus of Poisson's Density
Material elasticity (MPa) ratio (kg/m®)
Bearing Steel c 3
20CrMnTi 2.07x10 0.25 7.8x10
alloy steel 5 3
SNCM220 2.2x10 0.3 7.8x10
Engineering 36 0.4 1.41x10°

Plastics MC901

TABLE 2 The first six natural frequencies of ordinary cycloid gear

Bearing Steel  alloy steel Engineering
20CrMnTi SNCM220  Plastics MC901
Modal order Natural frequency (Hz)
1 2094 2143 63
2 2094 2144 63
3 3734 3860 116
4 5335 5463 162
5 5337 5467 162
6 6810 6996 209

e) The fifth order f) The sixth order

FIGURE 9 The first-sixth modal vibration pattern map of ordinary
cycloid gear with plastic MC901

When free modal analysis is conducted the front six
natural frequencies of ordinary cycloid gear are close to
zero. Itis the rigid modal. Research on rigid modal is of no
real meaning. So each modal frequencies of the cycloid
gear after the seventh modal are extracted. The front six
modal nonzero modal that is after the seventh modal of
cycloidal gear is researched and analysed in this article.
The front six natural frequencies of cycloid gear with 3
kinds of different materials are shown in Table 2. As can
be seen from Table 2, that the minimum natural frequency
of the cycloidal gear with these three materials are 2094Hz,
2143Hz and 63Hz respectively. The natural frequency of
cycloid gear with plastic MC901 is significantly less than
that of cycloid gear with bearing steel or alloy steel. The
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natural frequency of ordinary cycloid gear is gradually
increasing with the modal order increases. The nonzero
order front six vibration modal of the ordinary cycloid gear
with plastic material MC901 is shown in Figure 9. As can
be seen from the Figure 6 that the first-order and the
second-order vibration mode of cycloidal gear are the
circumference modes, the central part of cycloidal gear has
almost not distortion. The third order vibration mode of
cycloidal gear is an umbrella-type vibration and the
deformation of the central part is the largest. The forth
order and the fifth-order vibration mode of cycloid gear is
torsional vibration mode, the central part of the cycloid
gear has no distortion. The sixth vibration mode of cycloid
gear is radial mode; the radial deformation of the central
portion is the largest, peripheral part has not distortion.
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6 Impact of the thickness

The thickness change of cycloid gear affects the dynamic
characteristics of the cycloidal gear. To reveal this, modal
analysis of ordinary cycloid gear with thicknesses of
11mm, 13mm, 15mm, 17mm and 19mm is conducted by
using finite element software and the front sixth natural
frequencies of cycloid gear with six kinds of different
thicknesses are obtained. Details are shown in Table 3.
From the data, the natural frequencies of cycloidal gear
with different thickness have an increasing trend with the
increase of modal order. Simultaneously the natural
frequency of the same modal order is gradually increasing
with the increase of cycloid gear thickness.

TABLE 3 The front six natural frequencies of cycloid gear with different thickness

Cycloidal gear The first order The second The third order The fourth The fifth order The sixth order
thickness (mm) (Hz) order (Hz) (H2) order (Hz) (H2) (H2)

11 2860 2878 2880 3492 3493 5699

13 3750 3750 3759 4412 4413 6939

15 4546 4548 4592 5251 5253 8081

17 5279 5281 5363 6025 6027 9137

19 5948 5949 6070 6735 6737 9638

7 Conclusions

1) 5 kinds of variable cross-section cycloid gears,
including concave, drum-shaped, spherical, oblique and
conical cycloid gears, are studied, and finite element
modal analysis are conducted. The front six natural
frequencies of the 5 variable cross section cycloid gears
are smaller than that of ordinary cycloid gear, so it is easier
to avoid resonance for the 5 variable cross section cycloid
gears. Changing trends of the front six order natural
frequencies of the 5 variable cross section cycloid gears
are consistent with that of ordinary cycloid gear. Thus,
dynamics of the five new variable cross-section cycloid
gears are consistent with that of ordinary cycloid gear.

2) The natural frequency of ordinary plastic cycloid
gear is significantly lower compared to those of the bearing
steel and alloy steel cycloid gears. Order modal
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Abstract

Stochastic resonance phenomenon induced in a system described by over-damped fractional Langevin equation with « -stable noise
is investigated. When there is no external « -stable noise, the stochastic resonance is observed in case of the fractional order less than
one certain threshold. By applying « -stable noise, the influences of the noise intensity and characteristic exponent of « -stable noise
on the occurrence of stochastic resonance phenomenon are characterized. We find that the proper noise intensity enlarges the peak
value of output power spectrum which is significant for stochastic resonance. Adjusting the noise intensity, the behaviour of signal-to-
noise ratio is non-monotonic and with a maximum value. Under the same conditions, the lower value of characteristic exponent of «
-stable noise leads to the smaller noise intensity to achieve stochastic resonance.

Keywords: stochastic resonance, over-damped fractional Langevin equation, « -stable noise

1 Introduction

The fractional calculus has a long history since it was first
described by G.W. Leibniz [1], it allows the derivatives or
integrals to be any non-integer order. Fractional calculus
has been applied in many situations, such as
viscoelasticity, confined geometries, biological tissues,
thermoelasticity and control system etc. [2-6]. The
classical derivatives and integrals form of fractional
calculus are defined by Riemann-Liouville and Caputo.

Stochastic resonance (SR) has been widely
investigated during past decades. It is a nonlinear
phenomenon where a signal can be enhanced by adding
noise. In the classical SR theory, models based on integer-
order equation and double-well potential is defined to
describe the resonance, which is characterized by the flow
over the potential barrier [7]. In such a system, the
occurrence of a single-well escape is a result of
competition between damping and excitation. But this SR
phenomenon is expected to be more complicated in system
with memory effect, which can be introduced by hidden
variables of non-viscous damping [8].

Recently, the phenomenon of stochastic resonance in
the fractional order systems was investigated. The authors
claimed that the stable steady states can be changed by
fractional order damping and then lead to single- or
double-well resonance behaviour [9]. SR was also
investigated in the under-damped fractional Langevin
equation, the signal-to-noise (SNR) and output signal’s
spectrum is found being non-monotonic, that indicates the
SR phenomenon occur [10]. The authors also investigate
that the SR phenomenon appears in the fractional order
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system and this characteristic can be used to detect the
weak signal [11]. Peng Hao etc. studied the SR in the over-
damped bistable system with chirp signal, the results show
that there is certain relation with the chirp signal frequency
and SR [12].

In most of the previous studies of SR in fractional-
order system, the noise was assumed to be white Gaussian
noise. It is commonly used to describe various phenomena
due to the Central Limit Theorem. White Gaussian noise
is just an ideal case for fluctuations, however, in practical
applications, non-Gaussian statistics is better to explain the
additive noise, such as noise in communications channel
and embedded wireless laptop transceivers [13], were
found to be impulsive, so they cannot be characterized well
using the Gaussian noise. The « -stable noise can describe
the impulsive characteristic of noise much better, it can
maintain the generation mechanism of natural noise and
limit distribution of propagation conditions, match the
actual data well. Gaussian noise is a particular example of
it [14]. Its distribution follows heavy-tail stable law
statistics with infinite variance; it can not only simulate the
stable situation of noise, but also the impulsive status.

The interest to discuss « -stable noise in SR has just
been started. The authors of [15] employ numerical
methods to find the solution of stochastic Langevin
equation and space fractional kinetic Equation, they
studied the properties of the probability density function
(PDF) of a bistable system driven by heavy tailed white
symmetric Lévy noise. It is founded that in contrast to the
bistable system driven by Gaussian noise, in the Lévy case,
the positions of maxima of the stationary PDF do not
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coincide with the positions of minima of the bistable
potential. Tomasz Srokowski [16] discussed with
generalized Langevin equation with double-well potential,
the probability density distributions converge with time to
a distribution similar to a Gaussian but tails have a power-
law form. The SR phenomenon is emerged by means of
spectral amplification.

In this paper, we consider the SR phenomenon induced
by over-damped fractional Langevin equation with « -
stable noise, in addition, by a period driving force. When
the rate of the jumping between the potential wells due to
the « -stable noise coincides with the frequency of the
oscillatory force, the SR is observed. We discuss this
phenomenon and demonstrate the influence to SR by
various sets of the model parameters, signal-to-noise
(SNR) and power spectrum amplification are taken as
characteristic.

The paper is organized as follows. In section II, we
introduce the models and methods of over-damped
fractional Langevin equation and « -stable noise. The
related potential function and density function of « -stable
distribution are obtained in different cases. In section IlI,
the variation of output signal and power spectrum with
noise intensity is analysed, and we demonstrate how model
parameters such as characteristic exponent modify its
properties, in particular the SNR function. Section 1V is
some discussions and conclusions.

2 Models and methods

Consider an over-damped fractional Langevin equation
[15, 16] driven by « -stable noise

dv (x)

“DPx(t) +
X

=R®O+En®), 1)
where ;DPx(t) is the p order fractional order derivative
to x(t) by using Caputo’s definition, and 0< p <1, the
Caputo’s definition is written as
£ (r)

1 t
L = pfmd‘r .

I'(n—p)

We take a lower limit a =0 for the above definitions.
F (t) = Acos(27zwt) is an external signal with amplitude
A and frequency @, and 7(t) denotes the « -stable noise
with characteristic exponent @ («a €(0,2]), which obey
to the « -stable distribution. E is the intensity of « -stable
noise. When a =2, n(t) becomes a Gaussian noise. The
potential function V(x) in the Equation (1) is defined as

DP

a —t

f() )

V(x)=—-ax’*/2+bx" /4 (a>0,b>0) (3)

V(x) is a symmetric double-well potential, as shown in
Figure 1. There are two minima located at +x_, they are
separated by a potential barrier with height
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AV = a’ / (4b) . Without the extern periodic forcing or the

forcing is too weak, the particle cannot roll periodically
from one potential well into the other on. From Equation
(2) the Caputo’s definition of fractional order differential,
we can see the fractional order p relates with the memory
characteristic, the bigger p means the memory
characteristic much less, when p—1, it turns into the

integer differential order, which indicates totally loss
memory, while p — 0, it differential equal to constant 1,

that indicates the same memory characteristic to the speed
of each time.

V(X)

AV

+X

FIGURE 1 Sketch of the double-well potential V(x)

When there is no noise applied to the Equation (1), just
in the presence of periodic driving force Acos(2zwt), by

changing the fractional order p, the double-well potential

is tilted back and forth, thereby the potential barriers of the
right and the left well will be successively raised and
lowered, respectively, in an anti-symmetric manner.
Figure 2 shows the numerical simulation of Equation (1)
without the noise #7(t) , the other parameters are
a=b=1 E=03, f =0.01. Figure 2(a) indicates the
curves when fractional order p changes from 0.9 to 0.1
with step 0.1; Figure 2(b) shows the curves when p
changes from 0.3 to 0.2 with step 0.01. From the figures it
can be concluded that as the fractional order p attenuated
from (0,1). The particle is doing partial periodic motion
around the balance point x=1 or x =-1 with frequency
f =0.01, when p reaches a threshold py, the particles hop

the potential barrier top which takes place at x =0 into the
other well, thus do the periodic motion between x =+1
with the centre at x =0. From the simulation results, the
threshold pyis 0.29. When p is less than py, the particles can
hop the potential barrier top without external noise energy,
thus the stochastic resonance phenomenon cannot be
appeared. While p is greater than py, the particles just do
partial periodic motion around one well, it only needs the
synchronized action with the external noise to produce
stochastic resonance phenomenon.
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FIGURE 2 Time domain of output signal with different fractional order p

o -stable noise 7(t) obeys « -stable distribution,
whose characteristic function is [14]:

exp(—y“ Ju|" [L—ipB(tan Z2ysign(u)] + idu), o # 1
Q(t) = 2 1(4
exp(—y |u|[1+ iﬁ’E log |u|sign(u)] + idu), @ =1
T

where a €(0,2], S e[-11], y 20ands € R , sign(u)
function is -1 for a negative number, 0 for the number zero,
or +1 for a position number. « -stable noise characteristic
function is determined by four parameters: characteristic
exponent « , scaling parameter y, symmetry parameter
L and location parameter & . A small value of o will
imply considerable probability mass in the tails of the
distribution. It corresponds to the Gaussian distribution
(for any ) when « =2, a Cauchy distribution with
a=1,=0 and with
a=1/2,45=1.

Figure 3 illustrates the PDF of « -stable noise with
different parameters. Figure 3(a) shows the relation of
symmetric « -stable noise PDF with different
characteristic exponent parameters « , Figure 3(b)
displays the relation of skewed « -stable PDF with
different symmetry parameters 3.

In this paper the fractional order operator is
approximated by a refined Oustaloup recursive filter [17]
in a specified frequency range (a,,@,) and of order N. It

is given by
f.

s

where G, , @, ®_ can be computed from

a Lévy distribution

ds® +ba,s
dl-a)s’ +ba,s+da

()

Los+a, EER o
G, = “, o =(ba,/d) , o =(ba,/d)

p

N ST,
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A good approximation is obtained with b=10, d=9.
3 Numerical results

We fix the parameters in Equation (1) as a=b=1,
A=03,0=001, =15, =05, =10, 6=0 for
o -stable noise 7(t) , Equation (1) turns into:

d°x(t)
dt

where E is the noise intensity.

=x—x*+0.3c0s(27 x 0.01) + E7(t) (6)

3.1 THE VARIATION OF OUTPUT SIGNAL AND
POWER SPECTRUM WITH NOISE INTENSITY

First we investigate the effects of « -stable noise on the
evolution of x(t) under fractional order p=0.75. We choose
the noise intensity E=1.5, The time domain and frequency
spectrum of input signal and output signal x(t) are shown
in Figure 3. Figure 4(a) shows the time domain of input
signal which is the external periodic signal with « -stable
noise, some sharp spikes are visible for the heavy tails of
« -stable noise, Figure 4(c) illustrates the power spectrum
of input signal, the peak amplitude of power spectrum is
0.1732 at frequency 0.01. Figure 4(b) shows the time
domain of output signal, Figure 4(d) illustrates the power
spectrum of output signal, the peak amplitude of power
spectrum is 0.5198 at frequency 0.01, greater than 0.1732,
which shows the SR significantly occurred. From Section
11, we found that if there is no noise applied to the system,
when fractional order p is greater than p, , no SR
phenomenon happened. From Figure 4 we know that the
o -stable noise with proper intensity can cause the
hopping of the particle between two potential wells, thus
lead to the SR effect.
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FIGURE 4 The time domain and power spectrum of input and output signal when intensity £=1.5

Figure 5 illustrates the statistics of particle oscillating
back and forth between wells, it can be seen that the SR
phenomenon is the enhancement of output signal via
tuning the noise intensity, but when the noise intensity is
bigger enough, the effect of SR gradually diminish. At a
lower noise level, the particles oscillates at the minima of
the potential wells for a long time and rarely switches
between two potential wells, thus the periodic particles can
hardly be visible at the other potential well. Under this
circumstances, the periodic component of the output signal
x(t) is primarily doing motion around the potential
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minima, which is interval motion in stochastic resonance,
itis illustrated by Figure 5(a) where noise intensity E=0.7.
However, when the noise intensity is increased to a certain
value, the input-output synchronization effect happens, the
periodic particles doing motion between two potential
wells, we call it the interval motion in stochastic
resonance. Figure 5(b) illustrated this phenomenon. Figure
5(c) shows that the synchronization vanishes when noise
intensity is larger enough, that means the system flips too
many times between its stable states within each forcing
period, thus statistically irrelevant.
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FIGURE 5 The process histogram of output signal

3.2 THE SNR FUNCTIONS WITH DIFFERENT
CHARACTERISTIC EXPONENT

SNR is often taken as one quantitative indicator to
demonstrate the SR phenomenon [18]. The definition is:

1 ) Q+Aw
SNR = ——— lim I S(w)dw, (7
SN (Q) Aw—0 I Q-Aw

where EjAAMS(a))da; represents the power carried by the

o

signal, S, () represents the noise power spectrum near

the frequency, and S(w) denotes the power spectrum of ——
signal. 261 et

Figure 6 shows the SNR versus the noise intensity E
with different characteristic exponent of « -stable noise,
the other parameters being kept same. The values of SNR
decrease with the noise intensity E at first, then begin to

. S . - g 8 | .‘ T ’
increase, and when the noise intensity reach to a critical & i T

value Esg, the values of SNR achieve a maximum and after v ]
that decrease again. Under the different characteristic 60 i

exponent o , the SNR is clearly non-monotonic, thus
indicates the occurrence of SR phenomenon. As increasing
the characteristic exponent ¢ the SNR shifts towards
bigger values of noise intensity.

4 Discussions and conclusions

In this paper, the properties of over-damped fractional
Langevin equation with « -stable noise have been studied.
In case of no external « -stable noise, the stochastic
resonance phenomenon is observed when fractional order
is less than one certain threshold. When fractional order is

greater than the certain threshold, the SR is not appeared.
However, by applying the a -stable noise, even at the
situation with larger fractional order, the SR phenomenon
is occurred, by comparing with the output power spectrum
of input signal and output signal, we investigate that the
proper noise intensity enhance the peak value of output
power spectrum, the behaviour of SNR is non-monotonic,
there is a maximum value when the noise intensity
changes, thus is the typical SR phenomenon. We also find
that at the same conditions, the smaller of the characteristic
exponent of « -stable noise, the lower of noise intensity to
achieve the SR.

SNR with different a
28— T T T T T T T T

245

221
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FIGURE 6 SNR versus noise intensity E with different «
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Abstract

In this paper, through simulating and modelling of fish school with different body length, we study the influences of the body length
difference of fish school on spatial structure and group behaviour. Based on attraction/repulsion model, we obtain three typical spatial
structure of group with different model parameters: mixture structure, periphery structure and front-back structure. Moreover, we
analyse the polarization index and average angular speed of group with different model parameters and get the corresponding
relationship between these indices and model parameters. The results obtained in this paper coincide with the phenomenon observed
in the natural world and the methods provide an effective way to study the fish school behaviour.

Keywords: computer simulation, attraction/repulsion model, aggregation behaviour, spatial structure

1 Introduction

Many biology systems are self-organizing in nature, such
as fish school, bird flocks, grasshopper, ants etc. The
aggregation behaviours in animals not only help protect
themselves against predators, but also facilitate mate
choice and access to information (such as the location of
food sources or predators, migratory routes, etc.).
Schooling of fish as a common aggregation phenomenon
in nature is attracting a lot of biology, cognitive science,
psychology, computer science, physics and other related
fields of scientists to attempt to describe, explain and
predict the structure and behaviour of aggregation.
However, it is very difficult to study the fish schooling in
the wild. Recently, computer simulation technology has
become important tools in fish school behaviour research.
Many models of aggregation offer researchers a way to
investigate how the interplay of individual behaviour
makes aggregation possible and leads to different
aggregate-level behaviours [1-7].

Many fish school behavioural models stand on
Breder’s model [8, 9], Breder considered the individual in
the group as atoms in the crystal and described the
mechanical model using atomic attraction and repulsion
analogue. Inspired by Breder’s work, many
Attraction/Repulsion (AR) models and their variants
emerged. AR models consider the individuals in the group
as independent agent, the agent attempt to maintain a
minimum distance (within zone of repulsion) between
themselves and others at all times, and they tend to be
attracted towards other individuals and to align themselves
with neighbours [1, 6]. For example, Couzin et al. [1]

* Corresponding author’s e-mail: yuxin@zju.edu.cn
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modelled the collective behaviour using three simple rules
(repulsion, attraction, alignment) and four common
collective behaviour patterns are produced in the model.
Jennifer et al. [7] extended the AR model from discrete to
continuous. Vincent [10] presented numerical simulations
of an animal grouping model based on individual
behaviours of attraction, alignment and repulsion, and
investigated how some factors such as the number of
individuals, the number of influential neighbours and the
strength of the alignment behaviour impacting on internal
spatial structures. Rune et al. [11] studied how to adjust the
parameters of the herring spawning behaviour model,
resulting in some particular spatial structure. Many studies
have been verified that the simulation results of AR model
are consistent with field experiments in many fish and
other animal aggregations, e.g. Starling [12], mosquito fish
[13], surf scoters [11], golden shiners [14].

All the above models assumed that fish schools
composed of individuals with the same body length, and
thus their interaction zones are the same as well. But a
large number of observations suggested that there are
individual differences exist in fish school [15, 16]. In
addition, fisheries often capture the uniform body length
fishes at the beginning of fishing season, but get the
varying body length individuals in late. This indicates that
the fish school composed of diverse body length
individuals is a common phenomenon in nature. However,
the spatial structure and behaviour of such diverse
collective systems are unclear.

In this paper, we consider the body length of
individuals in fish school as a continuous random variable,
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and simulate the fish school behaviours with different
body lengths. The main objective are to:

1) to develop a mathematics model for fish school
which is composed of different body length individuals.

2) to analyse the spatial structure and aggregation
behaviour generated by the model.

3) to reveal the transition rules of spatial structure and
behaviour when the model parameters are changed.

2 The Model

We assume that the N number of individuals with different
body length in continuous three-dimensional space. Time
is partitioned into discrete time steps with a regular spacing
7. In each time step t, the i-th individual with body length
BLi access the position r,(t) with direction vector d;(t) .

The individual’s length is assumed to obey the Gaussian
distribution with mean m and standard deviation o.
Interaction between individuals is restricted to the
directional component, and the speed of individuals is
configured to constant S.

In this research, we adopt a biological model concept
by Couzin [1], which is based on the observational and
empirical investigation of interaction of animal behaviour
with its neighbors in the aggregation phenomenon. We
divide the individual’s perception range into three zones:
zone of repulsion (ZOR), zone of attraction (ZOA) and
zone of orientation (ZOO). These zones are spherical,
except for a volume behind the individual within which
neighbours are undetectable. This “blind area” is defined
as a cone with interior angle (360 —¢), where ¢ is defined

as the field of perception (see, Figure 1) [1]. Unlike fixed
the perception field for all individuals in the Couzin’s
model, we assume that the individual perception range
related to their body length. Let:

ri =axBL, 1)
foi = AxBLj, )
fai = 7% BL;, ©)

where r,;, I, Iy representthe radius of three zones, and,

a, f, y are the perception coefficient of each zones. The
interaction rules of individuals in our model extended from
refs. [1, 8, 9]:

1) If n, neighbours are present in the zone of repulsion

at time t, individual i responds by moving away from
neighbours within this zone:

& ni(t)
)

j=1,j=i

dri (t+7) = (4)

where 1 :(rj—ri)/|rj—ri| is the unit vector in the
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direction of neighbour j . This rule has the highest priority
in the model, so the desired direction of next time is:

d,(t+7)

Qo) ®)

d;(t+7) =

2) If no neighbours are within the zone of repulsion,
the individual responds to other within the zone of
orientation and the zone of attraction. An individual will
attempt to align itself with neighbours within the zone of
orientation, giving the direction:

i ()

6
ol (6)

doi(t+7)= Z|d

and towards the positions of individuals within the zone of
attraction

()
=110}

dgi(t+7) = Z @)

where n, and n, are the individuals’ number in the zone

of orientation and attraction. If neighbours are only found
in the zone of orientation, then the desired direction of next
time is

dyi(t+7)

di(t+T)=m.

®)

If neighbours are only found in the zone of attraction,
then the desired direction of next time is

dy(t+7)

di(t+T)=m.

9)

If neighbours are found in both zones, then the desired
direction of next time is

(dgi(t+7)+d, (t+7))
2
After the above process has been performed for every
individual they turn towards the direction vector d; (t +7)

by maximum turning rate 6. Provided the angle between
d;(t) and d;(t+7) is less than the maximum turning

angle 6z, then d,(t+7)=d,(t). In our model, the initial

position and initial direction are generated by random and
the next position of individual are computed by:

di(t+7) = (10)

t+7)=r{)+d;{t+7)xrxS+¢, (11)

where ¢ is the random disturbance taken from a spherically
wrapped Gaussian distribution with standard deviation.
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FIGURE 1 Diagram of three zones of interaction and the blind area
associated with individual i

3 Simulation Experiments

According to previous model and the parameters showed
in Table 1, the experiments were simulated through fixed
the perception coefficient of ZOR «a and changed the
perception coefficient of ZOO g, the perception coefficient
of ZOA y and the standard deviation o. Each experiment
was repeated 5 times with 1000 time steps. The following
analyses describe the influence in spatial structure and
aggregation behaviour as the body length changed.

TABLE 1 Model parameters

Symbol Parameter Values
N Number of individuals 256
a Radius coefficient of ZOR (Unit?) 1
B Radius coefficient of ZOO (Unit?) 2-10
4 Radius coefficient of ZOA (Unit?) ap
m The_ mean body Ien_gth of 10

individuals (Unit?)
o The standard deviation of 0-5
individuals (Unit?)
2 Perception range (Deg.) 330
T Time step(Sec.) 0.1
[ Maximum turn rate (Deg./Sec.) 440
S Speed (Unit*/Sec.) 2

2 Similar to ref. [1], the “unit” relates to the non-dimensionality of

certain parameters in the model with the characteristic length scale

being associated with the body length of fishes, and the rest of the
model parameters can be scaled appropriately.

4 Spatial Structures

As the standard deviation of body length changed, the
aggregation behaviour of the system exhibits sharp
transitions between three aggregation spatial structures
(Figure 2), which we have labelled as follows:

Mixture structure: different sizes of fish appear
randomly anywhere in aggregation. This occurs when
individuals have little body length standard deviation
(Figure 2a).

Periphery structure: the individuals with greater body
length distribute in the group centre, but the individuals
with smaller body length aggregate around the centre. This
occurs when individuals have middle level body length
standard deviation (Figure 2b).
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Front-back structure: with further increase the
standard deviation of body length, some individuals with
larger body size aggregate in the front and back of fish
school (Figure 2c¢). This can be understood as the larger
individual in the group to play a “leadership” role.

e .
o . -

100 100

(©
FIGURE 2 The aggregation spatial structure obtained by simulating (a)
mixture structure (b) periphery structure (c) front-back structure. Small
dots indicate individuals, each dot assign different level of gray color
according to the fish’s body length, the darker color indicate greater
individual, the lighter color represents smaller individual, and the
arrow indicates the direction of movement of fish school.

Figure 3 illustrates the contour of individual’s body
length after projected the spatial structure (Figure 2) to x-
y plane. As shown in the Figure 3, the contour of mixture
structure contains each other (Figure 3a), but the contour
of periphery structure exhibits the obvious hierarchy
structure (Figure 3b). In the contour of front-back
structure, we can see that the contour which represents the
largest body length only distribute in front of the most
peripheral position of fish school (Figure 3c). In the y-z
and x-z projection plane, similar results can be obtained.
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(b)

- —Rgrap
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©
FIGURE 3 The contour of individual’s body length projected to x-y
plane (a) the contour of mixture structure (b) the contour of periphery
structure (c) the contour of front-back structure. The arrow indicates the
direction of movement of fish school, and different color represents the
contour of different body length.

In order to further characterize the spatial structure of
fish school with different body length standard deviation,
we introduce the concepts of Average Center Distance of
Group and p-Quintile Center Distance Ratio. Let the body
length of individuals as continuous random variable X, the
probability density function p(x), X obey the Gaussian

distribution N(m, o), where m and o are the parameters
that have showed in the Table 1. Let 0< p <1, my is the
p-Quintile of random variable X, then the below equation
should be satisfied:

P(X >m,)=p. (12)

We define Np as the set of individuals which body
length is greater than or equal(s) mp and:

1 N
r(t) =sz(t),

i=1

(13)

then, the Average Center Distance of Group and p-Quintile
Center Distance Ratio can be written as
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N

o(t) = %an(t) o (14)
i=1
1 1 _

cp(t)= @“\I_p iEZN:p||r ®-r (t)", (15)

where |Np| is the number of elements in the Np .The

Average Center Distance of Group represents the average
distance from individual to group centre. The p-Quintile
Center Distance Ratio indicates the ratio of individual’s
with greater body length to the average centre distance.

2000
1800
1600
1400
1200

1000

FIGURE 5 The centre distance ratio of p-Quintile

We can see from Figure 4, when the ¢ and £ are
smaller, the Average Center Distance of Group is also
smaller. This indicates that the group has a higher degree
of aggregation in this situation. When the ¢ and g
increasing, the Average Center Distance of Group
increases significantly. This shows that the group is more
scattered. As shown in Figure 5, the value of p-Quintile
Center Distance Ratio becomes larger with the ¢ and S
increasing. The individuals that have bigger body length
tend to aggregate in the peripheral position. Obviously, the
variation of p-Quintile Center Distance Ratio is more
influenced by o compared with g. The markers (a-c)
labelled in Figure 4 and Figure 5 correspond to the three
spatial structures respectively.



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(9) 46-51

5 Collective behaviour analyses
5.1 POLARIZATION INDEX

The polarization index [1] is defined as:
N
Ddi(t)
i=1

The polarization index (0 < pyy,,, <1) characterizes the

Pgroup t)= % : (16)

consistent level of individuals in the group. Figure 6 shows
that polarization index exhibits lower values as the g and o
in lower level, and the fish school is poor consistency. As
the f and o increasing, the polarization index is also
increase, and the group motion tend to be consistent.
Especially, when 8.8< <10 and o in lower level, the
polarization index equals to 1, and the motion direction are
consistent completely.

o o - =
> & - N =

Polarisation

°
b

02

FIGURE 6 The polarization index of group

FIGURE 7 The average angular speed of group
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5.2 AVERAGE ANGULAR SPEED

Let:

o (t) = Z(v; (t+7),vi (1) / 7, (17)

represents the angular speed of individual i at time t, and
Z(v;(t+7),v;(t)) is the angular separation of two

velocity direction. The average angular speed is defined
as

1 N
Dgroup = WZ;CQ (®).

As shown in the Figure 7, when 3 <8.8, the average

angular speed did not changed significantly as the o
changed, and the average angular speed is about 310-340
Deg./Sec.; when 8.8< <10 ,the average angular speed

increase as the o increasing. Especially, when the s is in
lower level, the average angular speed equals to 0, and
this leads to the same conclusion with polarization index
(the individuals tend to move in the same direction).

(18)

6 Conclusions

In this paper, we present a self-organizing fish school
model with different body length, and use it to
investigate how the body length difference (combined
with other model parameters) affects the spatial structure
and behavior. The results are consisting with many
observational investigations in nature [17, 18]. The
model can explain the spatial structure and dynamical
behavior occurred in some fish school, and we also hope
that our results may inspire empirical scientists to study
spatial structure in schools of real fish.

This approach can be extended in future by:

1) adding other features that can lead to spatial
structure or behavior changing, such as sex, hunger,
disease etc.

2) inferring the model parameters from the real fish
school data.
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Abstract

This paper introduces two methods of extension measure based on model checking algorithm of interactive Markov chains (IMC) to
decide the software trustworthiness. The first extended measurement is to establish multiple corresponding temporal logic relations for
each software trustworthy attribute that affecting software trustworthiness, also is to use multiple temporal logic to describe a software
trustworthy attribute, which is aim to measure the software trustworthiness on the multi-level and fine-grained. Then the paper will
determine the measurement ultimately. The second extended measurement is to locate for the untrusted states, then find out the detail
path and detail parameters of the path. Next, we will get the location that not trusted through further analysis. Eventually meet people’s

expectations by improving.

Keywords: software trustworthiness, model checking, finite state machine model, trustworthy attribute

1 Introduction

Trust is essential to most human transactions [1].
Numerous research papers have addressed trust and
software trustworthiness from many kinds of different
perspectives in recent years [2]. However, at present, the
existing researches mainly focus on two aspects, which are
software reliability metrics and safety assessment [3]. M.
Ohba divided the software reliability model into two
categories: static model and dynamic model according to
the modelling object [4]. Among them, the dynamic model
becomes popular and has the most researchers. It models
with some data or information related to the running time.
This type of dynamic model utilizes software-testing
process to obtain the failure time or software failure
frequency over a period of time to estimate the number of
failures of the entire software and time of failure
occurrence or some other data involved with software
failure. This typical model is Markov Process Model [5],
Non-homogeneous Poisson Process (NHPP) [6] and
Bayesian Model [7]. Certainly, there are also other
extended models.

In addition, software interactivity cannot be neglected
any longer because of that, too many safety issues are
introduced through interaction. Nonetheless, people still
do not keep a watchful eye on the measurement of the
software interactivity. Therefore researching on software
interactive security measure is a necessary complement for
software reliability measure research and also a new
development. This paper will model the software

* Corresponding author e-mail: phc0409@126.com
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interaction as the state model and utilize the model-
checking algorithm, which is a formal verification by
exhaustively searching the finite state automata. And then
convert the verification of properties to the corresponding
temporal logic, using the model checking tool to traverse
system model automatically, at last, it will check whether
the system meets the corresponding properties or not.
Compared with ordinary artificial validation method,
model checking is of speed and high accuracy and is very
useful for realizing the automation. The most important is
that this model-checking algorithm not merely can reflect
the behaviours of the software from the angle of function
layer, but also further measure the software credibility
from a performance perspective. Hence, this paper selects
the model-checking algorithm of the IMC model to give
two extended measurement to determine the software
trustworthiness.

The scope of this paper is organized as follows: Section
2 introduces related work. In Section 3 presents the model
checking in detail, especially the two extended
measurement methods based on IMC and will utilize the
two extended methods to decide the software
trustworthiness. At the end of this chapter we verify the
feasibility and effectiveness of these methods by
experiments. Conclusions and some directions for future
research are given in Section 4. Section 5 is the
acknowledgements.


app:ds:keep
app:ds:a
app:ds:watchful
app:ds:eye
app:ds:on

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(9) 52-57

2 Related work

Many reliability models and measurement methods have
been proposed to estimate the software trustworthiness up
to now. However, due to the software is more complex, so
now there is no authority measurement in the world. At
present, the most popular methods of software reliability
analysis and evaluation include based on the development
model, based on the informal method, based on the
software behaviour, based on the formal method and based
on the model checking measurement.

Software reliability analysis and measurement based
on the development model usually makes full use of
various development model to guarantee the reliability of
the software. [8] proposed a trusted software design and
development process based on model-driven architecture
(MDA) which combines the executable formal
specification language with UML description method to
realize the executable formal specification description in
the whole software development life cycle and guarantee
the credibility of the software. This method can effectively
detect the software behaviour to identify whether is
trustable or not. Nonetheless, there is no detailed
implement process and clear instructions. [9] described the
software architecture applying AC2-ADL (Architectural
Description of Aspect-Oriented Systems) and proposed a
kind of trusted software architecture design method
supporting run-time monitoring. This way can effectively
achieves the trusted software system development process,
but still need to further improve and research on software
credible guarantee mechanism. [10] extended the trusted
chain suggested by TCG (Trusted Computing Group)
based on trusted computing platform. Through the
description of irregular track, it inserted the corresponding
check sensor into the key code that needed to be checked
to implement dynamic reliable detection at the runtime. It
is based on trusted computing and has the characteristics
of high formalization, but the applicable scope is small.

Based on the formalization of software reliability
mainly uses artificial method to analyse software and
obtain the corresponding measure matrix to evaluate
software reliability. [11] puts forward to extract different
attribute benchmark index to evaluate the trusted degree
based on the layered mechanism. This method is
applicable to large modular software system.
Nevertheless, the process of classifying the software
reliable properties and obtaining the corresponding
indicators is not fully automated. [12] proposed a trusted
software process assessment method based on the
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evidence. This way picks the objective data as the
evaluation data. However, the corresponding metrics and
algorithm still need further improvement.

In information security, the research on the behaviour
of the software has always been used in intrusion
detection. The theory of based on the software behaviour
has been increasingly used in the dynamic measurement of
trusted computing. [13] introduced a dynamic credible
measurement based on software behaviour. At the same
time, it puts forward an authentication mechanism based
on expanded behaviour trace and behaviour measurement
information. [14] used the behaviour track and
checkpoints scenario to describe the dynamic
characteristics, its aim is to detect the attacks. The software
will stop running as long as finding any behaviour that
deviation from the original expected track. Based on
dynamic credible measurement, the measurements are
divided into trusted or untrusted, but the credibility of
software cannot be simply represented by trusted or
untrusted.

Compared with the general software reliability
analysis methods, the formal method based on strict
mathematical foundation can carry on the formal
descriptions or verification accurately and is suitable for
reliability analysis and evaluation of the software.

Model checking is a kind of effective formal
verification method. With the increasing development of
model test technology, more and more researchers will
apply the model checking technique to property
verification of the code. [15, 16] both adopted the model
checking method to validate the software trustworthiness.
However, the current study is centred around the UML
diagram of the early stage of the software development
phase, for this reason, it does not go deep into the
interaction level and also cannot verify the complex
software trustworthiness in the operation phase. In this
paper, we utilize the model-checking algorithm of IMC to
extend the measurement of software trustworthiness.

3 Model checking

In this section, we will introduce the model-checking
algorithm in detail. Next, the experiment, analysis and
measurement will be given.

The structure of the model is roughly divided into three
parts: modelling phase, running phase, analysis phase. The
overall structure framework is shown in Figure 1 below.
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3.1 MODEL CHECKING ALGORITHM

The key algorithm is the two numerical iterative algorithm

F(s,t) and G(s,t).

Theorem one: for ¢ =, ,U<'®,.

1. If sl=®,, Prob(s,®; \U<®,)=1.

2.1f (sl=®dy A—D,)A(sePS),

Prob(s,®; ,U <'®,) =

ZE R(s,s)e E*Prob(s’, @, JU 1 *d, )dx.

s'eS

3.If (s|=®; A—D,)A(seNS),

Prob(s,®; \U<'®,) =
Z Sa(Ss)
R(s,5)=0

> Prob(s, @, \U O ,).
1(s,5)eA

R(s,s)e EO*Prob(s’, @; \U " ®, )dx +

4. Prob(s,®; \U<'®,) =1.

Theorem two: for p=d, U< D, .

S5 (sl=®) AES (s |=P,) A (5 (5) < S () <)) s
Prob(s,®; \U<' g ®,) =1.

6.1f (s|=®,)A(sePS),

Prob(s,®; \U 'z ®,) =

t . '
ZI R(s,s)e EC*Prob(s ,, JU ' ¥ @,)dx.
s'eS 0
70f (S @) A € NS)A(Gag (5) < 55 (5) <t)
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> _[0 22® (s, s ) ECOXProb(s , @y JU <X 5 @,)dx +
R(s,s)=0

> Prob(s, @, U e ® ).
1(s,s)eA\B
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8. Prob(s,®; \U < g@,) =1.

3.2 THE TWO EXTENDED MEASUREMENT
METHODS

The model-checking algorithm can only assess the
performance of the system. However, most users hope to
know whether the software system is trusted or not and the
measurement value. In addition, state transition as well as
the parameters in the model is also important. In this part,
we will give the two extended methods to solve the above
problems.

3.2.1 The first extension measure

The first extended measure is to establish multiple
corresponding temporal logic relations for each software
trustworthy  attribute  that  affecting  software
trustworthiness, that is to say that using multiple temporal
logic formulas to describe a software trustworthy attribute,
which is aim to measure the software trustworthiness on
the multi-level and fine-grained. Then the paper will
determine the measurement ultimately.

Here, we have to explain the trustworthy attribute,
which generally refers to the functionality, the
maintainability, the reliability, the survivability and the
controllability of the software. Utilizing these attributes to
describe the software trustworthiness. However, each
attribute is expressed by multiple temporal logic formulas.
The concrete practices are as follows.

The main algorithm of model checking just checks
whether each state meet the path formula that is given. If
meet the formula, it will return yes, whereas return no. In
our first extension measure, we still adopt it. In addition,
each temporal logic formula that corresponding to each
trustworthy attribute will be taken into account. Then
establish the corresponding relations between the
important states and the results of these states whether
meet each temporal logic formula, as shown below:

Doy Doy Do
Dy Dy ... D

{50:51,52,-:8,F — 10 Pu |
corresponds .

Dy Dy Do
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where @;(ien;jem) represents that the state s;

whether meet the j temporal logic formula or not. If met,
then: @;(ien;jem)=1 or @;(ien; jem)=0.Itis
easy to find that Vi,vj,®;(ien;jem)=1 is the best
condition.

Now assume that: S =[S;,S;,..5,] , Si(ien)
indicates the weight of state S; . L=[l,1,,...1.],
I;(jen) indicates the weight of the j temporal logic

formula.

Then the last measurement of the whole software can be
simply represented by M, =S, -®, . -L." , M,
indicates the k™ trustworthy attribute that affecting the
software trustworthiness. After all are calculated, we can
continue to choose the weighted average method to
calculate the system reliability value. During this process,
the most important step is to determine the corresponding
temporal logic formulas for each trustworthy attribute,
because only then can we really reflect the software system
in detail. The experiment will be given in Section 3.3.

3.2.2 The second extension measure

The second extension measure is to locate the untrusted
states, then find out the detail path and detail parameters of
the path. Next, we will get the location that not trusted
through further analysis. Eventually meet people’s
expectations by improving.

In the model of IMC, state transition is used to describe
the path parameters. And the crucial factor of state
transition is the occurrence time of acts and the state of
residence time. Suppose we get the times, then we can
clearly depict the system. Hence, the paper obtains the
runtime parameters as follows:

o =5, <CON,,0(S), 0,4 (S) >S;.. <...>8,

where cony denotes the jJump from state s; to state S;
belongs to the k" condition, S5(s;) denotes the residence
time of the state S;, J,4(S;) denotes the occurrence

time of the act from the state ;.
The experiment will also be shown at the next section.

3.3 EXPERIMENT AND MEASUREMENT

In this part, we will give the related experimental data and
analysis for the two extension measure.

3.3.1 The experiment of the first extension measure

The experiment example is the example of 6.5.1 in [17].
Figure 2 is the IMC model diagram, as follows:

55

He Feng, Peng Haican, Yao Kun

FIGURE 2 IMC model of a fault-tolerant system

Actisthe set of acts: Act={F,,F,,F;,F,,Rep, Reset},
F shows the i processor is not work, F, shows the

vector cannot work normally Rep represents the fix act, the
act of Reset can reset the system.
A1=0.04, 1 =0.02, v =0.001, 0=0.2,

5, =02, &5, =01 & =04 =01,

Oresr =0.1. As shown in Figure 2, there is no doubt that

the most important question is the fault tolerance in a fault-
tolerant system of IMC model. However, the fault
tolerance belongs to reliability. Then we select the
reliability to describe the trustworthiness of the system.
Temporarily we ignore other properties in this example.
Next, we can use several temporal logic equation to
describe the fault-tolerant system for fine-grained, as
follows:

S,

Rep

12
@, =P, (trueg U" true),

{F.R}

<12
@, =P, (ture U™ ¢ ¢ ¢ repylrue),

,Re p}

P

D, =Ps (trueAclU <12(1)2),

The fault tolerance is depicted using the three temporal
logic formulas. The first step is to build a relationship
according the result as follows:

{30731'82753754’55’56’57758'59’510}

corrensponds

10101010011
1111110000 0|
11111

The second step is to determine the weight set of each
state and the temporal logic formula respectively.

S :{SO’ Spreeny 510}:
{0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.06,0.1,0.12,0.02},

L=[l,1,,1,]=[0.3,0.3,0.4].

The reliability metrics is finally determined using the
following formula:

M, =S, @, L, (n=11, m=3)=0.6380.
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For this particular system, the measurement of the fault
tolerant is equal to the measurement of the reliability. So
the trustworthiness measurement value of the fault-tolerant
system is 0.6380. However, in general, the software
trustworthiness is depicted by many trustworthy attributes.
At this point, we should apply different method to
synthesize according to the different system and situation.

We can conclude that temporal logic formulas data in
table 1 and the corresponding results in table 2 according
to the first extended method and algorithm procedures.

TABLE 1 Temporal logic formulas data

Prob(si,(p) [N} o0, O3
So 0.017 0.321 1.000
S 0.022 1.000 1.000
S, 0.017 1.000 1.000
Ss 0.021 0.213 1.000
Sy 0.110 1.000 1.000
Ss 0.021 1.000 1.000
Se 0.121 0.187 0.141
Sy 1.000 0.000 0.475
Ss 1.000 0.000 0.462
Sq 0.018 0.000 1.000
Sio 0.011 0.000 0.501

TABLE 2 Corresponding results

D, S S1 S S35 0S4 S
(o2 1 0 1 0 1 0
o, 1 1 1 1 1 1
[0 1 1 1 1 1 1

a
w
>
w
3
wn
@
wn
©
wn
5

oo
cooo
o oo
— ok
=

3.3.2. The experiment of the second extension measure

The way of the second extension measure is to obtain the
detail path and path parameters for the states, which cannot
meet the temporal logic formulas in the first extension
measure. Then locate the positions that make the reliability
low and give the reasons by analysing the path and the path
parameters.

Here we still choose the example above, track the path
and extract the operation path parameters to the fault-
tolerant. We find the state s, does not meet the temporal

logic formula 2 according the Table 2. Now we will track
the path and extract the operation path parameters to the

state S, as follows:

$6<0.3023,Maxdouble>-S5<Maxdouble,0.1>-
$3<0.3810,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.2832,Maxdouble>-S5<Maxdouble,0.1>-
$3<0.3551,Maxdouble>-S2<Maxdouble,0.1>-
50<0.2654,Maxdouble>-S1<Maxdouble,0.1>-
$3<0.3331,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.2446,Maxdouble>-S5<Maxdouble,0.1>-
$3<0.3086,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.2314,Maxdouble>-S5<Maxdouble,0.1>-
$3<0.2785,Maxdouble>-S2<Maxdouble,0.1>-
50<0.2119,Maxdouble>-S1<Maxdouble,0.1>-
$3<0.2608,Maxdouble>-S4<Maxdouble,0.2>-
56<0.1928,Maxdouble>-S5<Maxdouble,0.1>-
$3<0.2376,Maxdouble>-S2<Maxdouble,0.1>-
$0<0.1769,Maxdouble>-S1<Maxdouble,0.1>-
$3<0.2181,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.1589,Maxdouble>-S5<Maxdouble,0.1>-
§$3<0.1961,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.1417,Maxdouble>-S5<Maxdouble,0.1>-
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$3<0.1379,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.1288,Maxdouble>-S5<Maxdouble,0.1>-
$3<0.1226,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.1477,Maxdouble>-S5<Maxdouble,0.1>-
$3<0.1070,Maxdouble>-S2<Maxdouble,0.1>-
S0<0.0984,Maxdouble>-S1<Maxdouble,0.1>-
$3<0.1246,Maxdouble>-S2<Maxdouble,0.1>-
S0<0.0869,Maxdouble>-S1<Maxdouble,0.1>-
$3<0.0840,Maxdouble>-S2<Maxdouble,0.1>-
S0<0.0766,Maxdouble>-S1<Maxdouble,0.1>-
$3<0.0767,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.0687,Maxdouble>-S5<Maxdouble,0.1>-
$3<0.0835,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.0585,Maxdouble>-S5<Maxdouble,0.1>-
$3<0.0706,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.0459,Maxdouble>-S5<Maxdouble,0.1>-
$3<0.0546,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.0340,Maxdouble>-S5<Maxdouble,0.1>-
$3<0.0394,Maxdouble>-S2<Maxdouble,0.1>-
$0<0.0250,Maxdouble>-S1<Maxdouble,0.1>-
$3<0.0290,Maxdouble>-S4<Maxdouble,0.2>-
$6<0.0150,Maxdouble>-S8<Maxdouble,0.4>-
$10<0.0014,Maxdouble>-S9<Maxdouble,0.1>

Among them, the Maxdouble represents the maximum
double time. Here, if there is no Markov transfer except
action transfer, we assume that the residence time of the
state is Maxdouble. Similarly, if there is no action transfer
except Markov transfer, we suppose the occurrence time
of the action is Maxdouble.

From the above path, we can find that when the system
start run from s6 to s9, then the residual execution time is
0.0625 unit of time. However, the act starting from s9 is
only a Reset action operation, and the execution time of
the Reset action is 0.1 unit of time. Hence, the vector fails
due to the remaining time 0.0625 is less than 0.1. As a
result, the state ss cannot meet the temporal logic formulas.
Next, it affects the software trustworthiness and makes the
measurement low.

4 Conclusions

This paper mainly proposed two expended measurement
methods based on IMC model. The first expended method
can give a final credibility value according to the result of
temporal logic formulas. More than that, the result is
intuitive and easy to understand to users. The second
expended method can track the path and extract the
operation path parameters for the important and untrusted
states in accordance with the specific results of the first
expended method. Of course, the intention is to analysis
the cause of the result.

Software interaction is one of the most important key
factors to the software reliability research. In the current
open network environment, the introduction of interaction
often leads to unpredictable risks, while this article on the
basis of software interaction has proposed two extended
methods, but there are a lot of limitations in this kind of
methods based on IMC model. Moreover, the factors we
considering are still not enough. So next, we want to
introduce more data information on the basis of the
dynamic interaction model, for example, the data or
information that has nothing to do with the running time to
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dynamically reflect the trustworthiness more accurately,
comprehensively and truly.

The purpose to study the trusted software is to build the
trusted software system that can meet the users, which
requires the creditability validation before putting it into
use. However, the current measurement theory, models and
methods are mostly stay in theory, there are also some
scholars that tried to apply various measurement methods
in different kinds of industrial production, service
system ,such as in [19-22], and obtained a series of
research achievements, this article only carried on the
analysis and verification of the experiment on a small fault

References

[1] Cerf 2010V G Trust and the Internet IEEE Internet Computing 14(5)
95-6

[2] Yuyu Yuan and Qiang Han 2011 A Software Behavior
Trustworthiness Measurement Method based on Data Mining,
International Journal of Computational Intelligence System 4(5)
817-25

[3] Tang Y, Liu Z 2010 Progress in Software trustworthiness metrics
models Computer Engineering and Applications 46(27) 12-6

[4] Ohba M 1984 Software reliability analysis models IBM Journal of
Research and Development 28(4) 428-43

[5] Littlewood B A 1975 Reliability model for systems with Markov
structure Applied Statistics 24 172-7

[6] Huang CY, Lyu M R, Kuo S'Y 2003 IEEE Transactions on Software
Engineering 29(3) 261-9

[7] Littlewood B, Verrall J L 1973 A Bayesian reliability growth model
for computer software Applied Statistics 22(3) 332-46

[8] Tang Y, Du Y, Liu W 2009 Design of Trusted Software Based on
MDA and Executable Formalization Computer Engineering 35(19)
138-40

[9] Wen J, Wang H, Ying S, Ni Y, Wang T 2010 Toward a Software
Architectural Design Approach for Trusted Software Based on
Monitoring Chinese Journal of Computers 33(12) 2321-34 (in
Chinese)

[10] TianJ, Li Z, Liu Y 2011 A Design Approach of Trustworthy Software
and Its Trustworthiness Evaluation Journal of Computer Research
and Devolopment 48(8) 1447-54 (in Chinese)

[11] Mukherjee A, Siewiorek D P 1997 IEEE Transactions on Software
Engineering 23(6) 366-78

Feng He, born in November, 1964, Ningxia, China

Haican Peng, born in April, 1987, Henan, China

Current position, grades: master's degree student.
University studies: Computer Science.

Kun Yao, born in February, 1989, Shanxi, China

Scientific interest: computer networks and information security.

He Feng, Peng Haican, Yao Kun

tolerance system. Then the focus of next step is to try to
apply the extended methods to more areas of different
systems. This will make the theoretical model can be used
in real life successfully and embody the research
significance.

Acknowledgments

This work was supported by the National Natural Science
Foundation of China (71061001): Research on the key
technology for semantic business process model validation.

[12]Du J, Yang Y, Wang Q, Li M 2011 Evidence-Based Trustworthy
Software Process Assessment Method Journal of Frontiers of
Computer Science and Technology 6 501-12 (in Chinese)

[13]Zhuang L, Cai M, Li C 2010 Software Behavior-Based Trusted
Dynamic Measurement Wuhan University (Nat Sci Ed) 56(2) 133-7
(in Chinese)

[14]Cheng L, Zhang Y 2009 A Verification Method of Security Model
Based on UML and Model Checking Chinese Journal of Computers
32(4) 1035-1039 (in Chinese)

[15]He F, Zhang H, Yan F, Yang Y, Wang H, Meng X 2010 Test of Trusted
Software Stack Based on Model Checking Wuhan University (Nat
Sci Ed) 56(2) 129-32 (in Chinese)

[16]Wu J, Wu Y, Tan G 2007 Interactive Markov Chain: The Design,
Verification and Evaluation of Concurrent System Science Press:
Beijing (in Chinese)

[17]Zhuang L, Cai M, Shen C 2011 Trusted Dynamic Measurement
Based on Interactive Markov Chains Journal of Computer Research
and Development 48(8) 1464-72 (in Chinese)

[18]Mohammed M H,-Lim C P,-Quteishat A 2014 A novel trust
measurement method based on certified belief in strength for a multi-
agent classifier system Neural Computing and Applications 24(2)
421-9

[19]Huynh T D, Jennings N R, Shadbolt N R 2006 Developing an
Integrated Trust and Reputation Model for Open Multi-Agent
Systems Autonomous Agents and Multi-Agent Systems 13(2) 119-54

[20] Saint Germain B, Valckenaers P, Van Belle J, Verstraete P, Van
Brussel H 2012 Incorporating trust in networked production systems
Journal of Intelligent Manufacturing 23(6) 2635-46

[21] Zhan G, Shi W, Deng J 2009 Sensor Trust: A Resilient Trust Model
for Wireless Sensing Systems ACM Sensys Ann Arbor USA 1-40

Current position, grades: full professor of Computer Science at Computer Department, Jiaxing College, China.
University studies: M.Sc. in Mathematics (1977), PhD in Computer Sciences (2008) at Donghua University, China.
Scientific interest: Database and knowledge engineering, service-oriented computing

Experience: Lead and participated in National and Provincial Scientific research projects.

Scientific interest: information system analysis and integration, data mining.

Current position, grades: Hanzhong Branch Company of Shanxi Province of China Telecom.
University studies: master's degree in Computer Technology (2013).



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(9) 58-64 Lu Guancheng, Meng Yanmei, Chen Jian, Tang Zhihong, Wang Xiaochun, Yu Xian

A nonlinear system modelling approach to industrial cane sugar
crystallization

Guancheng Lu, Yanmei Meng®, Jian Chen, Zhihong Tang, Xiaochun Wang,
Xian Yu

College of Mechanical Engineering, Guangxi University, No. 100, Daxue Road, Nanning, China

Received 1 July 2014, www.cmnt.lv

Abstract

Cane sugar crystallization is a non-linear process where multiple control parameters are involved, which makes it rather difficult to
reveal its internal mechanism by mechanism modelling. Derived from variants of standard support vector machine method, an online
control system modelling method based on multi-input and multi-output proximal least square support vector machine is proposed to
be applied in sugar crystallization process. This method takes multiple process control parameters as the input and output of machine
learning algorithm, through which the inherent law between key and auxiliary parameters in the sugar crystallization process is
established. The ultimate goal is to control the sugar crystallization process automatically. The experimental results show that the

accuracy rate of the model output is 95%.

Keywords: multi-input and multi-output proximal least square SVM, sugar crystallization control system, machine learning, nonlinear modelling

1 Introduction

Nowadays techniques like soft sensor based on computer
and sensing technology, process identification and
nonlinear process control are widely applied in modern
industrial field. Among them, process identification and
soft sensor based on computer sensing technology is a
method that establishes the mathematic relationship
between leading variables and auxiliary variables, where
the leading variables are those hard to be measured or even
can’t be measured and the auxiliary variables are those
relevant and easy to be measured. Then the evaluation of
leading variables is implemented by auxiliary variables.
An organic combination of computer and industrial
process knowledge has been achieved by soft sensor
technology, which makes variables measurement easier
and more accessible by replacing hardware with software
and taking auxiliary variables to evaluate the leading ones.

Cane sugar crystallization is a nonlinear and complex
process as well as hard to be modelled. The key parameters
in that control process field like super saturation and Brix
are not stable enough for long term measurement. The
accuracy of measuring sensors would be compromised
once their surfaces are covered with scaling sugar in
crystallization process, which stands in the way of
automatic controlling in Chinese sugar industry field.
However, machine learning methods could identify the
inherent law between the input and output in control
process through learning and modelling the relevant data,
without knowing exactly what kind of mechanism the
process is. It means that the machine learning methods can
approach to the actual process closely.

" Corresponding author e-mail: gxu_mengyun@163.com
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Support Vector Machine (SVM) is a new machine
learning technique based on minimization principle, with
features of solid theoretical foundation and basis [1-3].
SVM which features with good generalization ability can
still obtain forecast value under some extreme conditions,
like nonlinearity, small sample and high-dimension data
[4-6]. SVM is generally applied in industrial fields of iron
and steel production, biopharming and food processing for
parameter forecasting, with trend of penetrating into other
industrial fields.

2 Measurement and control system model for sugar
crystallization process

Crystallization is the most significant phase of sugar
boiling, and its mechanism is complex and hard to be
modelled. The key control parameters like massecuite Brix
and supersaturation can be obtained through measuring
and analysing the following external parameters:
temperature, vacuum degree, steam pressure etc. Since
those external parameters determine the massecuite Brix
and supersaturation, there should exist some certain law
between them. Even though the inherent law can be
established by analysing the mechanism of sugar
crystallization process, it is still difficult to figure it out
from the perspective of the mechanism modelling since
multiple parameters are involved and the process is
nonlinear.

Since the internal mechanism of sugar crystallization
process is hard to be modelled based on traditional theory,
this paper applies machine learning to cave the implicit
relation among the key control parameters in sugar
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crystallization process. After that, the measurement and  model for cane sugar crystallization process was built
control system model for sugar crystallization process has ~ based on multi-input multi-output proximal least square

been built, shown as Figure 1. support vector machine (MIMO PLS-SVM) [7, 8]. The
object function for optimizing the model satisfies the
following equation:
[ vapor Pressure }— . . . b
Vapor Pressure min J(n)(W-,ei ):EZ(WTW'FbZ)‘FE Zeiz"c<0’
YT Supersaturation w8 J '] 2 & 177 ] D bt L= N
j=1 j=1i=1
—® Machine Learning Method T R
Vi =W D (x)+b +e,, i=12,..,m )
j ot Vi, =W, @, (x,)+b, +e,,i=12..,m
Inherent Relationship
o paramaters Yin =W @, (X )+b, +e ,,1=12,..,m
FIGURE 1 Control modelling scheme of cane sugar crystallization . o . . .
process where b; is the j-dimensional offset vector; wj; is the j-
dimensional weight vector; x is the high dimensional
3 Base modelling building transformation function; e;; is the quantitative error in i

row and j" column; ¢ is the penalty factor of irrelevant
In this paper, machine-learning method was adopted to  samples. The following Lagrange function is deduced
extract the inherent law between the multiple key  from the object function:
parameters and the auxiliary parameters in the nonlinear
cane sugar crystallization process, which aimed to L(n)<wlbj'ei,j’ai,j)=

controlling the process automatically. The multiple control n m )
parameters in that process were seen as the input and ™ ->">'a, . {WICDj(Xi)+bJ— +e; —yi,,-},
output of the machine learning method. ==
The input vector x(x>R®) in d dimensions was The conditions for optimality are the following
defined as the auxiliary parameter in the process; whereas  equations:
the output vector Y (Y > R") in n dimensions was defined
as the key parameter. Measurement and control system
oL m m
ow. Vi —2.8,®;(x)=0-w; =3 a,®(x)
j i=1 i=1
i=bj -a,;=0->b; =43
ob;
a .
ﬁzcem:aj:O—)ew:# . (3)
08, ; c
oL T T
E:O—{Wjd)j(xiﬁbj + —yivj}:0—>Wj<Dj(xi)+bj +e,-Y,;=0
1]
i=12,...m
j=12,..n
Linear equations system of eliminating the transition According to the principle of SVM, kernel function is
variables in Equation (3): introduced as follows:
D )D(x)+142 o B(x)D(x, )+1 K)o K(x,)
c K= : : : (5)
% K(XpiX) o K (X0 Xp)
D(x)B(x)+1 o B(x,)D(x,)H1T | g
- al,l ain
a; A, a=| .1, (6)
=Y, am,l amn
_am,l a'm,n
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1 - 1
E=|: - i, @)
1 - 1]
. _
= - )
1_

Consequently, the linear equations system can be
written as matrix form:

(K+E+cl)a=Y. 9
Left Matrix in Equations (9) is named as model

identification matrix as follows:

K(xl,xl)+1+% K (X, %, )+1
H= 5 : . (10)

K (X, X )+1+l

m?*m C

K (Xp %, )+1

Introduced by the positive definiteness of the kernel
function, we can get the following relationship:

K(xi,x].):((D(xi)d)(xj)):((I)(xj)(I)(Xi )): K(xj,xi) ,

which suggest matrix H is symmetric. Assuming z is a
nonzero vector, do the operation as follows:

2'"Hz=2"Kz+2"Ez+cz"Iz =

! LAY 1 (11)
D 240(x,) *{ZZJ +EZzi2>O.
i=1 i=1 i=1
K(xl,x1)+1+% K (%, % )+1 K (%, x
H =
e K(x, %)+l - K(xt,xt)+1+1 K (x,,X
c
K (X% )+1 K (X% ) +1
Assuming:
K (X1, X, ) +1
Py = : : (14)
K (X% ) +1
1
hnew =K (Xt+l’Xt+l)+1+E . (15)

t+1)+1

1 M+l

K(xM,xM)+1+%

Since matrix H is symmetric and positive, Equation (9)
has a unique solution due to the presence of its inverse
matrix.

Known from the object function, the measurement and
control model built on MIMO PLS-SVM can feed the
quantified correlativity among multiple variables in the
cane sugar crystallization process back to the output
variables efficiently and synchronously. Mutual
adjustment between those outputs variables are made on
condition of the identical input variables, which leads to
coordination of the whole control objects. In a certain
sense, the whole measurement and control process is
optimized.

4 Online measurement and control model building of
cane sugar crystallization process

According to Equations (9) and (10), the solution of
Equation (9) is determined by the inverse matrix of the
symmetric and positive H. However, solving the inverse
matrix directly is of high computation cost and time-
consuming, which is incompatible with the online
measurement and control model. Obviously, matrix
inversion approach available for online measurement and
control condition is highly demanded.
At time t, matrix H is defined as follows:

K(xl,xl)+l+%

H, = ; : L (12

K (x,,%,)+1

K (%, %) +1 K(x[,x[)+1+E
c

At time t + 1, the new data described as input vector

Xt +1 i inserted to the online model, then H can be written

as follows:

)+1 (13)

According to the inversion of block matrix when new
data is inserted to the online model, the inversion of Hy is
obtained using the inverse of H; at time t, which simplifies
the computation process massively [9]. At time t + 1, the
solution of linear equations system of the online model is
defined as a:+1; the newly added data is regarded as input
vector yi1; Y1 denotes the output matrix; Consequently
a1 can be rewritten by Equation (17), where the needed
computing time is decreased largely. Equations system of
online measurement and control model is assumed as
Hewae1=Y1+1, and the solution deduction is as follows:
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tHl T

4 |: Ht hnewi|1 _ H;l + H;lhzewH;l (hnew - h.;ewH;lh:ew )_1 H;lhnew (hnew - h:englhzew )_1

T _ _
hnew hnew hIewH;l (hnew - h‘r:englh:ew) ' (hnew - h:englh:ew) ' (16)
H, 0] [H*h
t + t Thew [h:eWHt—l _1]%,
0 0 -1 hnew _hnewHt hnew
- H o H_lhnew - 1
2= MY = H 0 o}{ 1 }[hzeWH‘l = Mo =Dt H: D ]Y“l ) )
HY, 1 - Hhpe,
" e D
The data of the online model would increase rapidly K (X,,%, ) +1
along with time flowing and data updating, which ho o . 18
compromises the operation speed. Aimed to solve this old ’ ' (18)
problem, the data amount needed processing must be K (xt+l,x1)+1
limited without compromising the identification precision
of the model. When the data amount reaches to a certain h =K (x X )+1+} (19)
point, space for processing the newly data would be old ™ v c
squeezed out by deleting the old data. In the meantime, the
inverse matrix and solution of the equations system of the Then we have:
model would be updated. Sliding window techniques are
used to clear the old data out the online model.
Preprocessing is made as follows:
_ B — -1 — — -1
L Nog Ny j| ' B (hold —h,Hhg, ) ~haH (hold ~hga Htjlth;d) (20)
t+1 T 4 -
h H 0- - 1 5, o - - -1
Lol BE _Hullh;d (hold - h;d Hullh;d ) Ht+11 + Htjlhj)—ldhold Ht+11 (hold - hold H1+11h1|d )
H;jl — _hi$verse_old hinverse_old ) (21) — |:?‘0Id :| — hlinverse_old hinverse_old X|:Yo|d
| inverse_old inverse _new a1+1 hinverse_old inverse _ new Y(+1
Compare Equation (20) with (21), the inve_:rse matrix of 8 = Niverse._ota Yous + hmversuld\?t " (23)
cane sugar measurement and control model is as follows,
when the old data is clear at time t+1: a, = h;rnverse_old Yo + Himerse_oig Yoot - (24)
T
Hip = Hi e oo _M (22) When the old data is replaced by newly data at time t+1,
. Pinerse_ota the solution of model is defined as &, while the output

Equations (23) and (24) determine the solution of the ~ Vector is Y., . Then the solution of model can be

model, whose deductive process is as follows: determined by Equation (25), through which the
HLy computing process is simplified and large-scale matrix
A1 = Flea Yo operation is avoided.
a,=H.Y =
a‘[+1 t+1 " t+l
h h, _
P inverse_old " "inverse_old
a,, = Hinverse_new - h X Yt+l =
inverse_old
T T \V
_ ; H. h Y,
= T T inverse_old © "inverse_old " “inverse _old " t+1
a, = Hinverse_newYt+1 + hinverse_old YoId - hinverse_old Yold -
inverse_old
_ h, Y . +h Y
= T T inverse_old " old inverse_old " t+1
at+1 = HinverseinewYtJrl + hinverseiold Yold - hinverseiold h !
inverse_old
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For a wide table you can use 1-column section (Table

. hl a
a., =at+l—';]veL°'d°'d (25) 1), for a small standard table 2-column section is used

inverse _old (Table 2)

The online identification process is as follows:
1) Acquire a little sample data from the control or detection
process. Optimize the kernel function parameter and
penalty factor of the model, aiming to obtain the optimal

5 Simulation and experimental analysis

This paper takes the data provided by a local cane sugar
parameters. production factory as experiment object. Data selected

2) The parameters of model are offline trained in order to from mu]tiple cane sugar crystallization phases is defined
build the offline model as experiment sample set to make sure that the experiment

3) The input data of model is received and identified ~ 3N COVer the whqle range-of sugar c_r;_/stallization process
online and data for machine learning is sufficient. The sample set

4) The actual control or measurement process determines 1S 212 samples, and parts of them are shown as Table 1.

if new data is inserted to the data set of model [10]. If new It is a common sense that the massecuite Brix and

data is inserted in. add the data to the data set, otherwise ~ SUPersaturation are two vital factors in the cane sugar
the new data is abandoned and jump to step (3) crystallization process. Massecuite temperature, steam

5) Set the size of data set, once its size is larger than the pressure, steam temperature, vacuum degree and sorts 9f
limited one, delete the original data and jump to step (3). these are defined as input vectors, whereas massecuite Brix

If a table is too long to fit onto one page, the table and supersaturation are defined as output vectors. The

number and headings should be repeated on the next page measurgme_nt and control model of the Cane  sugar
before the table is continued. crystallization process can synchronously identify the

Alternatively, the table can be spread over two massecuite Brix and supersaturation online. It can also

consecutive pages (first on even-numbered, then on odd-  COMPare the results with the measured Brix.
numbered page).

TABLE 1 Experimental data

sample number Brix (°Bx) Supersaturation Massecuite Vacuum degree Steam Steam pressure
(%) temperature (°C) (kPa) temperature (°C) (MPa)
1 81.75 1.18 58.91 82.56 108.9 0.068
2 79.18 1.10 64.36 84.56 109.2 0.065
3 81.69 121 57.85 81.36 107.5 0.036
4 79.91 1.09 59.81 82.32 108.2 0.03
5 83.97 1.25 58.06 80.4 108.2 0.052
6 82.39 1.19 59.67 83.4 106.5 0.037
7 81.62 1.14 56.78 83.04 106.9 0.038
212 78.37 1.06 67.65 83.16 109.8 0.063

Gaussian radial basis function is selected as the kernel ~ training set and the rest of sample set is regarded as testing
function of the model talked about above. The experiment  set (50 samples). lIterative algebra of PSO is 150 and
program is compiled In VC9.0 environment. Parameters ~ population size of it is 100. Emulation results are shown in
and penalty factors of the kernel function are optimized  Table 2. Aimed to verify the experiment results, the
using particle swarm optimization (PSO) algorithm and  difference between the measured data and output data from
leave-one-out cross validation [11]. Assume the  the model has been studied, which is shown in Figures 2
optimization range of parameters was from 0.01 to 1000, and 3 shows the accuracy rate of the results; experimental
and the penalty factors’ range was from 1 to 10000. 162 errors were demonstrated as Figure (4).
samples are selected randomly from the sample set as

TABLE 2 Results

sample number Brix (°BX) Supersaturation Massecuite Vacuum degree Error rate of Error rate of
(%) temperature (°C) (kPa) Brix (%) supersaturation (%)
1 78.17 1.06 78.69 1.09 0.67 2.83
2 78.12 1.05 78.09 1.07 0.04 1.90
3 85.1 1.26 84.78 1.28 0.37 1.59
4 78.07 1.06 79.40 1.09 1.70 2.83
5 79.07 1.07 80.03 1.09 1.22 1.87
6 83.26 121 81.51 1.2 2.10 0.83
7 82.81 1.2 81.90 1.21 1.10 0.83
50 78.91 1.1 79.06 1.12 0.19 1.82

62



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(9) 58-64 Lu Guancheng, Meng Yanmei, Chen Jian, Tang Zhihong, Wang Xiaochun, Yu Xian

T T
—— Measureed Brix

9 Output of the model

20 25 3
serial number of samples

FIGURE 2 Comparative results of Brix
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FIGURE 3 Comparative results of supersturation
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FIGURE 4 The relative error of Brix and supersaturation
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6 Conclusion

Modelling with MIMO PLS-SVM can still perceive the
predictive value of high accuracy when numbered samples
are trained, by which challenges of nonlinearity, numbered
samples and high dimension are easily dissolved. The
inherent relationship between the multiple key variables
and auxiliary variables is established with application of
machine learning. The auxiliary variables are defined as
the input of machine learning algorithm, while the key
variables are defined as the output. Experimental results
demonstrated that the accuracy rate of output was 95%. In
an overall sense, the model discussed above is of great
utility value in process identification, soft sensor and
nonlinear control field.
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Abstract

In order to investigate a modal analysis of structure with bolted joints, five kinds of finite element models, a solid bolt model, a no-bolt
model, a modified bolt model, a beam bolt model and a rigid bolt model, are introduced. Among these models, the solid bolt model,
modified bolt model and rigid bolt model provide good accurate responses compared with the modal test results. The solid bolt model,
which can also be used for stress analysis, is recommended in view of applicability. The rigid bolt model is recommended in view of
usefulness and effectiveness. For bolted flanged connection, the magnitude of bolt pretension has little influence to structural modes.
To improve the calculation accuracy of higher modes, a better idea is to modify the finite model by modal test.

Keywords: bolted joints, flange, pretension, modal, finite element analysis

1 Introduction

A bolted joint is a kind of mechanical joint being widely
used in engineering structures. Two  primary
characteristics in the bolted joint are a pretension and a
mating part contact, which have great influence to both
static and dynamic characteristics of structure. The study
on modelling and simulation of bolted joint has important
engineering application and theoretical research value.

To analysing the connection stiffness and contact stress
of bolted joint, a large number of studies have been carried
out in theory, by experiment and FEM (Finite Element
Method) [1-5]. It is verified that the pressure cone exists in
members around the bolt hole. Yujuan Sun et al. studied
the axial-load and stress distributions on each thread of the
threaded connection based on axisymmetric and 3-D finite
element models [6, 7]. Simulation results indicate that the
effect of helix has little influence to axial-load and stress
distributions of threaded connection. These studies
provide a theoretical support to simplify the bolt model.
Jeong Kim et al. introduced four kinds of finite element
models for bolted joint [8], which can be used for stress
analysis of members. The modified bolt model can also be
used for modal analysis. DayuPu et al. proposed another
two models for modal analysis [9]. However, all of these
models have limited application scope because they cannot
be applied to stress analysis and modal analysis
simultaneously.

In order to investigate a modal analysis of bolted
flanged connection, five kinds of finite element models, a
solid bolt model, a no-bolt model, a modified bolt model,
a beam bolt model and a rigid bolt model, are introduced
based on finite element software ANSYS. Among these

*Corresponding author e-mail: bithlp@sina.com
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models, the solid bolt model, modified bolt model and
rigid bolt model provide good accurate responses
compared with the modal test results. The solid bolt model,
which can also be used for stress analysis, is recommended
in view of applicability. The rigid bolt model is
recommended in view of usefulness and effectiveness.

2 Basic principle of prestressed modal analysis

Theoretical analysis and engineering practice have shown
that the damping has little influence to structural natural
frequency and mode shape. So damping can be ignored
when solving the structure natural frequency and mode
shape. Natural frequency and mode shape are inherent
attributes of structural system, and have nothing to do with
the external load. The structural non-damping free
vibration equation can be expressed as

[MJ{U}+[K]{U} ={o},

where [M] is the mass matrix, [K] is the stiffness matrix,

@

{U‘} is the acceleration vector, {U} is the displacement

vector.
For a linear system, the free vibration is of harmonic
form

{U} ={g}, cosat, )

where {¢} is the eigenvector, that is mode shape,

corresponding to the 1st, 2",..., i'" natural frequency, o,
is the it" circular frequency, t is the time.
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Substituting Equation (2) into Equation (1) gives
([K]-@*[M]){g}, = {0}

The circular frequency @, and mode shape {;zﬁ}i can

be obtained by solving Equation (3).

In order to consider the influence of bolt pretension to
structural modes, ANSYS preforms nonlinear static
analysis before modal analysis to obtain actual contact
status, contact stiffness and prestress, from which the

system stiffness matrix [K] can be updated. The

subsequent modal analysis uses the updated stiffness
matrix, so as to ensure the accuracy of modal analysis [10].

®3)

3 Finite element model of bolted flanged connection

Figure 1 shows a typical bolted flanged connection
structure. The upper flange and lower flange are bolted
with 8 groups of M10 bolts distributed circumferential
uniform. Figure 2 shows the details of bolted joint. In order
to investigate a modal analysis of bolted flanged
connection, five kinds of finite element models are
introduced. The first one, that is the solid bolt model, takes
into account the actual bolt pretention and contacts, but the
rest four bolt models are simplified models, without
considering the bolt pretention and contacts.

3.1 SOLID BOLT MODEL

The solid bolt model as shown in Figure 1 is the most
realistic finite element model among them. Hexahedral
elements are adopted to establish the detailed models of
bolt, nut, washer and flange. Without considering the
threads, the bolt and nut are connected together by
coupling nodes. The contacts between nut and upper
washer, bolt head and lower washer, upper washer and
upper flange, lower washer and lower flange, upper flange
and lower flange are simulated by surface-to-surface
contact model. Pretention elements are inserted into cross
section of stud, so as to apply precise pretention load.
Figure 2 shows the details of solid bolt model, which
include five contact pairs and a group of pretention
elements.

3.2 NO-BOLT MODEL

The no-bolt model as shown in Figure 3 is the simplest
finite element model among them. Without considering
bolt, nut and washer, this model is composed of upper
flange and lower flange. The actual contact between upper
flange and lower flange is ignored, but modelled by
coupling nodes.
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FIGURE 1 Typical bolted flanged connection structure

Contact elements
Pretention elements

FIGURE 2 Solid bolt model

Merged

FIGURE 3 No-bolt model

3.3 MODIFIED BOLT MODEL

Earlier studies had found that larger stress, which holds all
parts together, exists around the area of bolted joint due to
the clamping force of bolt pretention. The solid bolt model
is modified according to Osgood’s suggestion [11]. All the
contact pairs and pretention elements are deleted. The bolt,
nut, washer and flange are connected together by coupling
nodes as shown in Figure 4. It is noted that the upper flange
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and lower flange are not connected together except in the
annular region shown in Figure 4.

FIGURE 4 Modified bolt model

3.4 BEAM BOLT MODEL

Figure 5 shows the beam bolt model. Flanges, belong to
plates, are modelled by shell elements. The bolt head, nut
and washer are ignored. The stud is approximately
modelled by a beam element, and the nodes at both ends
of the stud are connected to the flanges respectively by
rigid elements in a spider-web-like style. The contact area
of washer and flange is a rigid region because of the rigid
elements. This approach is effective since the number of
finite elements is significantly reduced as well as the
ignorance of bolt pretention and contact compared with the
solid bolt model.

Rigid elements
Beam/Rigid element

FIGURE 5 Beam/Rigid bolt model

3.5RIGID BOLT MODEL

To replace the beam element by rigid element for the stud,
the beam bolt model changes to rigid bolt model (shown in
Figure 5), which has higher computing efficiency.

4 Modal analysis and test

The modal analysis of bolted flanged connection belongs
to prestressed modal analysis. The bolt pretention and
contact behaviour are included in solid bolt model, but the
nonlinear static analysis should be executed before modal
analysis. Without considering bolt pretention and contact
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behaviour, the rest four bolt models can execute modal
analysis directly.

The modal test is carried out with single input and multi
outputs modal testing method based on LMS modal test
system. The test structure is hung from a soft string so as
to simulate an unconstrained state as shown in Figure 6.
Four acceleration sensors are used for measuring the
response of vibration successively to reduce the influence
of added mass to structural modes. 144 points are chosen
in the test structure to obtain the accurate mode shapes as
shown in Figure 7. The influence of bolt pretention to
structural modes can be studied by two modal tests. The
pretention load, 2KN, is applied to each bolt for the first
test, and the load is 10KN for the second test. The bolt
pretention can be applied by torque wrench. The
relationship of tightening torque and bolt pretention can be
expressed as

T=0.2Fd, 4)
where T is the tightening torque, F, is the bolt pretention,
d is the nominal diameter of bolt.

FIGURE 7 Location of measuring points

Table 1 lists the computing efficiency for each bolt
model. Table 2 lists the natural frequencies obtained from
modal test and finite element analysis. Figure 8-11 show
the mode shapes obtained from modal test and solid bolt
model (The bolt pretention is 10KN).
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TABLE 1 Computing efficiency for each bolt model

Models No. of nodes
Solid bolt model 156568
No-bolt model 121320
Modified bolt model 151480
Beam/Rigid bolt model 35860

TABLE 2 Natural frequencies of bolted flanged structure (Hz)
Mode no. 1

Experiment when F; =2KN 107.55
Experiment when F; =10KN 107.65
Solid bolt model when F; =2KN 105.20
Error -2.28%
Solid bolt model when F, =10KN 105.20
Error -2.28%
No-bolt model 108.83
Error 1.10%
Modified bolt model 105.74
Error -1.77%
Beam bolt model 105.22
Error -2.26%
Rigid bolt model 105.50
Error -2.00%

Notes: the 3rd and 5th mode shapes obtained from no-
bolt model are corresponding to the 5th and 3rd mode
shapes obtained from test respectively. The two data with
* in Table 2 have been switched as to correspond to mode
shapes obtained from test. The error is the deviation of
simulation and test data when Fo=10KN.

Simulation and experiment both can obtain repeated
roots due to the symmetry of structure. The 2nd, 4th, 6th,
8th mode shapes are repeated roots of the 1st, 3rd, 5th, 7th
mode shapes respectively. Repeated roots have the same
frequency and mode shape, but have different phases.
Repeated roots are not listed in Table 2 and analysed in
next sections.

Experiment and solid bolt model both indicate that the
bolt pretention has little influence to structural natural
frequency and mode shape. The contact status between
upper flange and lower flange changes from the whole
surface contact into local contact due to bolt pretention.
Figure 12 and Figure 13 show the contact status between
upper flange and lower flange when the bolt pretention is
different. The red annular areas around the bolt holes in
Figure 12 and Figure 13 are contact areas which are almost
identical. It indicates that the upper flange and lower
flange are held together around the bolt holes. The
magnitude of bolt pretension only changes the local
connection stiffness, but has little influence to structural
frequency and mode shape.
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No. of elements Efficiency
128408 Low
88544 Medium
111232 Medium
35240 High
3 5 7
265.10 290.49 408.87
264.70 290.69 408.14
268.45 283.57 357.82
1.42% -2.45% -12.33%
268.46 283.57 357.83
1.42% -2.45% -12.33%
289.82* 287.37* 469.90
9.49% -1.14% 15.13%
269.88 284.22 360.14
1.96% -2.23% -11.76%
244.29 283.17 331.43
-1.71% -2.59% -18.80%
264.83 283.81 355.15
0.05% -2.37% -12.98%

Experiment and simulation data both show that the
solid bolt model, modified bolt model and rigid bolt model
provide good accurate responses. The deviations of the
simulation and test data remain less than 2.5% for the 1st,
3rd, 5th natural frequencies. The 3rd natural frequency
calculated by beam bolt model which provides lower
connection stiffness is lower by 7.71% compared with
experiment data. The 3rd natural frequency calculated by
no-bolt model which overestimates connection stiffness
between upper flange and lower flange is higher by 9.49%
compared with experiment data.

For the 7th mode, mode shapes obtained from all kinds
of bolt models are the same to experiment result, but the
deviations of frequency are more than 10% for every
model. In fact, the near contact region (yellow area in
Figure 12) between upper flange and lower flange may
contact each other while vibration, which affects the higher
modes more significantly. For modal analysis, the solid
bolt model can simulate the contact status and stiffness
after applying bolt pretention. However, the contact status
and stiffness will not change any more no matter how the
structure vibrates. The rest four bolt models can’t consider
connection stiffness change without bolt pretention and
contact pair modelled. To improve the calculation
accuracy of higher modes, a better idea is to modify the
finite model by modal test.
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a) Simulation (105.20Hz) b) Test (107.65Hz)
FIGURE 8 1st mode shape
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FIGURE 10 5th mode shape
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FIGURE 12 Contact status between flanges for F; =2KN
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5 Conclusions

In order to investigate a modal analysis of structure with
bolted joints, five kinds of finite element models, a solid
bolt model, a no-bolt model, a modified bolt model, a beam
bolt model and a rigid bolt model, are introduced. Among
these models, the solid bolt model, modified bolt model
and rigid bolt model provide good accurate responses
compared with the modal test results. The solid bolt model,
which can also be used for stress analysis, is recommended
in view of applicability. The rigid bolt model is
recommended in view of usefulness and effectiveness.
Experiment and simulation both indicate that the bolt
pretention has little influence to structural natural
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a) Simulation ((268.46Hz) b) Test (264.70Hz)
FIGURE 9 3rd mode shape
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a) Simulation (357.83Hz)

b) Test (408.14Hz)
FIGURE 11 7th mode shape
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FIGURE 13 Contact status between flanges for F; =10KN
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frequency and mode shape. The contact status between
upper flange and lower flange changes from the whole
surface contact into local contact due to bolt pretention.
The magnitude of bolt pretension only changes the local
connection stiffness, but has little influence to structural
frequency and mode shape.

The near contact region between upper flange and
lower flange may contact each other while vibration,
which affects the higher modes more significantly. All the
bolt models can’t simulate changing contact status and
connection stiffness. To improve the calculation accuracy
of higher modes, a better idea is to modify the finite model
by modal test.
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Abstract

To detect and eliminate lazy classes in source code, an automatic approach based on abstract syntax trees (ASTS) is proposed. Source
code files transform to ASTs at first, then the relationships between classes are extracted from the ASTs. Three common relationships
are considered, which are generalization, association and dependency. Some definitions are proposed to represent the classes set of
different kinds of relationships. After carrying out several set operations on these sets, the candidate lazy classes set is obtained. By
further manual examination, the true lazy classes are acquired. Finally, a specific lazy class will be removed automatically from the
project. Four projects are tested to detect and eliminate the lazy classes. The experimental results show that the proposed detection
algorithm has high precision rate. In addition, this approach has good efficiency, and its execution time has a linear relationship to the

size of a system.

Keywords: code smells, lazy classes, abstract syntax trees, refactoring, classes set

1 Introduction

Code smells are symptoms or indicators in the source code
that indicate potential problems. The well-known 22 code
smells are described in [1] by Martin Fowler and Kent
Beck. The identifications or detections of code smells are
useful in the sense that they might constitute prescriptive
guidance for performing certain types of refactoring. Some
common code smells emerge frequently in the existing
code, such as Duplicated Code, Long Method, Large
Class, Lazy Class, Switch Statements and so on. Code
smells affect the maintainability of software systems, and
they are important indicators for code refactoring [2, 3].
Recently, code smells detection and automatic
refactoring become hotspots in software engineering
research. Lots of code smell detection approaches have
been proposed. Radu Marinescu [4] presented a metric-
based approach to detecting code smells with detection
strategies and developed a PRODETECTION toolkit that
supported code inspections based on detection strategies.
Naouel Moha et al. [5, 6] proposed a DECOR (DEtection
& CORrection) method that described all the steps
necessary for the specification and detection of code and
design smells. Moreover, they introduced an approach to
automating the generation of detection algorithms from
specifications written using a domain-specific language,
and they specified 10 smells and generated automatically
relevant detection algorithms using templates. Foutse
Khomh et al. [7, 8] presented a Bayesian approach for the
detection of code and design smells, their approach could
handle the inherent uncertainty of the detection process. In

*Corresponding author e-mail: zghu@csu.edu.cn
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addition, they presented BDTEX (Bayesian Detection
Expert) and GQM (Goal Question Metric) based approach
to building Bayesian Belief Networks (BBNs) from the
definitions of code smells. Hui Liu et al. [9] proposed a
detection and resolution sequence for different kinds of
bad smells to simplify their detection and resolution, they
highlighted the necessity of managing bad smell resolution
sequences with a motivating example and recommended a
suitable sequence for commonly occurring bad smells. A.
Ananda Rao et al. [10] proposed a quantitative method,
which made use of the concept design change propagation
probability matrix (DCPP matrix) to detect two important
bad smells, which were shotgun surgery and divergent
change. Although there are many code smells detection
approaches, few of them can detect Lazy Class. So, a
special approach to detecting and eliminating lazy classes
is needed. Min Zhang et al. [11] performed a systematic
literature review of 319 papers about code bad smells and
analysed in detail 39 of the most relevant papers, they
found that our knowledge of some code bad smells remains
insufficient and some code bad smells receive little most
research attention, such as the Lazy Class.

In addition, some tools have been developed for
detecting code bad smells automatically and several
research works have been done on them. Francesca Arcelli
Fontana et al. [12, 13] gave reviews about the current
panorama of the tools for automatic code smell detection,
and they assessed many frequently-used tools, such as
ChecksStyle, in Fusion, PMD, and so on. Moreover, they
outlined the main differences among these tools and the
different results they obtained. Their research results show
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that few tools could detect Lazy Class, let alone eliminate
Lazy Class automatically.

2 Lazy class and abstract syntax tree
2.1 LAZY CLASS

Lazy Class is one of the bad smells in code, which
indicates a useless class or a class with few
responsibilities. Each class, which we have created should
cost time and money to maintain and understand. Too
many lazy classes will increase the complexity and scale
of a software system. So, a class that is not doing enough
to pay for itself should be eliminated. But if we face a huge
project with millions of source code lines and thousands of
classes, it is a so hard thing to find all lazy classes by
manual handling. How to detect and eliminate lazy classes
automatically is a meaningful topic in software
engineering, especially in the field of code smells
identifying and refactoring.

In this paper, we propose a novel and systematic
approach to detecting and eliminating lazy classes
automatically.

2.2 ABSTRACT SYNTAX TREE

In order to detect and eliminate lazy classes, we can
analysis UML diagrams such as class diagrams. But a class
diagram only describes high level relationships between
classes, it loses some detail information, such as some
dependency relationships. To get more relationship
information between classes, we have to handle source
code directly. However, source code analysis will raise the
complexity and execution time. It has higher time and
space complexity. In addition, during the stage of source
code analysis, there is a lot of useless information affecting
the execution efficiency.

To balance the complexity and efficiency for detecting
the relationships between classes, we need a trade-off
method. Abstract Syntax Tree (AST) is a proposed way to
represent source code, which contains more information
than class diagram. AST is used as an intermediate
expression. In our approach, we use Java language as a
sample, and the proposed approach can be used for other
object-oriented languages. The Abstract Syntax Tree maps
plain Java source code in a tree form, which is more
convenient and reliable to analyse and modify
programmatically than text-based source [14]. Every Java
source file is entirely represented as tree of AST nodes that
are all subclasses of the ASTNode.

In our approach, Eclipse is used as an IDE (Integrated
Development Environment) to analysis Java source code
and implement refactoring. It provides JDT (Java
Development Tools) and Eclipse AST to handle Java
source code. Eclipse JDT contains a group of APIs to
access and operate source code, it contains two different
ways to access Java source code: Java Model and AST.
Eclipse AST is an important part of Eclipse JDT, which is
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defined in the package named org.eclipse.jdt.core.dom. In
Eclipse AST, there are some classes to modify, create,
read, and delete source code. In order to have good
expandability and flexibility, Eclipse AST is designed
based on the Factory Method pattern and the Visitor
pattern [15].

3 Automatic detection and elimination algorithm

After transforming source code to abstract syntax trees by
Eclipse AST, we can detect and extract all relationships
between classes by handling the ASTs. If a class is a lazy
class (redundancy class), it has no relationship to other
classes. In general, there are three kinds of relationships
between classes, including generalization, association and
dependency. If we find that all of the other classes have no
any relationship to a specific class, the class is maybe an
islet. It means that the class is very likely a lazy class. So,
the problem of detection of lazy classes is transformed to
a problem of finding isolated classes.

In order to describe the process for searching isolated
classes and detecting candidate lazy classes, a series of
definitions are proposed as follows.

Definition 1: Project Classes Set (PCS). PCS is a set
that stores all classes’ hames in a project.

Definition 2: Super Classes Set (SCS). SCS is a set
that stores all super classes’ names of a specific class. The
super interfaces are also in SCS.

Definition 3: Associate Classes Set (ACS). ACS is a
set that stores all associate classes’ names of a specific
class. Association classes’ instances are attributes of a
specific class.

Definition 4: Dependent Classes Set (DCS). DCS is
a set that stores all dependent classes’ names of a specific
class. Generally, dependent relationships are represented
by three main ways: a class’s instance is one of the
parameters of another class’s method, a class’s instance is
the local variable in a method of another class, and a class
invokes another class’s static methods. If a class has one
of the three aforementioned relationships to a specific
class, it will be added to the specific class’s DCS.

Definition 5: Relevant Classes Set (RCS). RCS of a
class is a union set of the class’s SCS, ACS and DCS. The
formula to calculate RCS of class i as follows:

RCS (i) = SCS(i) U ACS (i) U DCS(i) . 1)

In addition, RCS of a project is a union set of all
classes’ RCS in a software system. The equation to
calculate RCS of a project as follows:
RCS(Project) = JRCS(i) . 2)

i=1

Definition 6: Lazy Classes Candidate Set (LCCS).
LCCS of a project is a set that stores all candidate lazy
classes in a software system. Candidate lazy classes are in
the PCS but not in the RCS. We can obtain the
LCCS(Project) using the following equations:
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LCCS(Project) = PCS(Project) — RCS(Project) . (3)

For example, if the RCS(Project) = {A, B, C, E, F} and
the PCS(Project) = {A, B, C, D}, the LCCS(Project) =
PCS(Project) — RCS(Project) = {A, B, C, D} -g {A, B, C,
E, F} = {D}. Here, E and F are in RCS but not in PCS,
which are called library classes, such as the classes in JDK

TABLE 1 Pseudo-code of the automatic detection algorithm
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or other open source libraries. Library classes list in RCS,
but they are not parts of the current system and do not list
in the PCS. D is a candidate lazy class, it is a part of the
system but maybe none of the others needs it Pseudo-code
of automatic detection algorithm for candidate lazy classes
is listed in Table 1.

Line Pseudo-code
Input: The name of the root directory, which contains source code files for detecting.
Output: A set stored all candidate lazy classes’ names.

1 declare a null Set named projectClassSet

2 declare a null Set named relevantClassSetofProject

3

4 for each source code file in the directory

5 create an AST for the file

6 add the class name to projectClassSet

7

8 declare a null Set named superClassSet

9 store all directly super classes of the current class to superClassSet

10

11 declare a null Set named associateClassSet

12 declare a null Set named dependentClassSet

13 for each FieldDeclaration in the AST

14 store the field’s type name (not primitive type) to associateClassSet

15 if there is a ClassInstanceCreation node

16 store the type name of the instance in ClassInstanceCreation node to dependentClassSet

17 end if

18 if there are TypeLiteral nodes

19 store the type names of classes in TypeLiteral nodes to dependentClassSet

20 end if

21 end for

22

23 for each MethodDeclaration in the AST

24 store the parameters’ type names (not primitive type) to dependentClassSet

25 store the exceptions’ type names to dependentClassSet

26 store the type names of instances in all ClassinstanceCreation nodes to dependentClassSet

27 store the type names of classes in all static MethodInvocation nodes to dependentClassSet

28 store the type names of classes in all static fields access nodes (QualifiedName) to dependentClassSet

29 store the type names of exception in all CatchClause nodes to dependentClassSet

30 store the type names in all InstanceofExpression nodes to dependentClassSet

31 store the type names of classes in all TypeLiteral nodes to dependentClassSet

32 end for

33

34 declare a null Set named relevantClassSetofClass

35 relevantClassSetofClass = superClassSet U associateClassSet U dependentClassSet

36 relevantClassSetofProject = relevantClassSetofProject U relevantClassSetofClass

37 endfor

38

39 declare a null Set named lazyClassSet

2“1) lazyClassSet = projectClassSet - relevantClassSetofProject

return lazyClassSet

In Table 1, projectClassSet is used to store PCS (Line
1) and relevantClassSetofProject is used to store RCS of a
project (Line 2). For each source code file in the project,
an AST is created firstly, then the relevant class name is
added to projectClassSet (Line 6). In Line 8-9,
superClassSet is used to store SCS, and associateClassSet
is declared to store ACS in Line 11 and dependentClassSet
is declared to store DCS in Line 12. In Line 13-21, for each
field of the class, if the type of field is not a primitive type,
the type name is stored to associateClassSet which is used
to store ACS. ClassinstanceCreation node and TypeL.iteral
node are also considered in the FieldDeclaration. If there
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is a ClasslnstanceCreation node or a TypeLiteral node,
relevant class’s name will be added to DCS. In Line 23-32,
all dependent classes are extracted from each method,
eight situations are considered to detect different kinds of
dependent classes. At last, relevantClassSetofClass is used
to store RCS of current class (Line 34), and
relevantClassSetofClass is the union set of SCS, ACS and
DCS (Line 35). The relevantClassSetofClass is added to
relevantClassSetofProject (Line 36). In Line 39, a set
named lazyClassSet is used to store LCCS, lazyClassSet is
the  difference  between  projectClassSet  and
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relevantClassSetofProject, and the is
returned finally (Line 40-41).

Obviously, time complexity of the algorithm is T(n) =
nx(m + k), here, n is the number of source code files in the
project, m is the average number of fields in each class and
k is the average number of methods in each class.
Generally, m and k are not too large. If we define a suitable
constant C, we can consider as: 1 <(m + k) <C, and T(n)
=nx(m + k) <Cxn =0(n). It means that the execution time
has a linear relationship to the number of source code files,
and the automatic detection algorithm has good efficiency.

After detecting all candidate lazy classes stored in
LCCS, we have to examine the candidates meticulously by
manual. Some candidate lazy classes are not true lazy
classes, for example, the entry class of a system, or a class,
which is located in a configuration file, or a class which is
used in user interface files (e.g. Java Server Pages). If a
real lazy class is confirmed, we should eliminate it
automatically. Pseudo-code of the automatic elimination
algorithm for a lazy class is listed in Table 2.

In Table 2, all source code files in the project are
checked. Several files maybe have more than one class,

lazyClassSet

TABLE 2 Pseudo-code of the automatic elimination algorithm
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and each class transforms to a TypeDeclaration node
respectively. In this approach, we do not save the package
name of a class, so these classes which have a same class
name should be considered. If another class’s name equals
to a specific class’s name, corresponding TypeDeclaration
node is stored into lazyClassNodeList. Finally, if we find
that the size of lazyClassNodeList is greater than 1, it
means that there are at least two classes with the same class
name, we need to select the target class by manual.
Otherwise, the TypeDeclaration node is deleted
automatically. Time complexity of this automatic
elimination algorithm is: T(n) = nxm, here, n is the number
of source code files in the project and m is the average
number of class in each file. Most of the files have only
one class, and a few files have more than one class. For a
large project, we can assume that m trends to a constant.
So, the time complexity is: T(n) = O(n). Algorithm’s
execution time is proportional to the number of source
code files, which can be used to represent the scale of
system.

Line Pseudo-code

Input: The name of the root directory, which contains source code files before refactoring and the class name of a true lazy class
(lazyClassName).
Output: The source code after modifying.

1 declare a null List named lazyClassNodeL.ist

2 for each source code file in the directory

3 for each TypeDeclaration node in this file

4 if the class name equals to lazyClassName

5 store the TypeDeclaration node into lazyClassNodeList

6 end if

7 end for

8 end for

9

10 if the size of lazyClassNodeList is 1

11 delete the TypeDeclaration node in lazyClassNodeList

12 else

13 prompt that some classes have the same name and need to be selected by manual

14 end if

4 Experiments and Results Analysis

To evaluate accuracy and performance of the detection and
elimination algorithms, four projects are used to detect the
lazy classes and their brief information is listed in Table 3.
Among them, SunnySport is a desktop purchase-sell-stock
management system developed by Java, JHotDraw is a
Java GUI framework for technical and structured graphics,
the "Ice Hockey Manager" is a hockey team management
game running under Linux, MacOS and Windows, and
TinyUML is a free software tool for easy and quick
creation of UML 2 diagrams based on Java.
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TABLE 3 Brief information of the four examined projects

Measures UMY ghotoraw  Tingumr  ceHockey
Sport Manager
Version 1.0 5.1 0.13_02 0.3
Line of code 10265 8419 13739 18085
Number of
source code 51 144 194 218
files
Number of
Classes/Inter 105 155 207 222
faces
Number of
attributes 658 331 715 1432
Number of = 77 1314 1644 1664
methods

Precision is used to analyse and evaluate the accuracy
of the detection results. We identify the true lazy classes
by manual. And the formula for calculating precision as
follows:
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TP
TP+FP'

where, TP (True Positive) represents the number of true
lazy classes in the LCCS. FP (False Positive) represents
the number of false lazy classes in the LCCS. After
examining the candidate lazy classes in LCCS one by one,
TP and FP are obtained. Precision values of the four
examined projects are listed in Table 4.

Precision =

(4)

TABLE 4 Precision of the automatic detection algorithm

Project TP FP TP +FP  Precision
SunnySport 2 0 2 100%
JHotDraw 6 0 6 100%
TinyUML 65 1 66 98.48%
IceHockeyManager 2 0 2 100%

In Table 4, three of the four project’s precision values
are 100%. All candidate lazy classes in LCCS of them are
true positive instances. For example, the lazy classes in
JHotDraw  are  DiamondFigure, NothingApplet,
JavaDrawApplet,  PertApplet,  PatternPainter  and
JavaDrawViewer, to which none of other class has
relationship. In TinyUML, there are 66 candidate lazy
classes, including 64 test classes named XXXTest, a
useless interface and a Main class, which is the entry of the
project. The Main class is not a real lazy class, so it’s a
false positive instance. In general, the proposed approach
has high accuracy for detecting lazy classes.

Moreover, we evaluate and analyse the performance of
the proposed algorithm. The experiment is performed in a
workstation equipped with a 2.67 GHz dual core processor
and 2GB of RAM. For each project and each lazy class, we
perform the detection and elimination program five times
respectively. The average execution time of automatic

detection is listed in Table 5.
TABLE 5 Automatic detection time of four projects

TABLE 6 Automatic elimination time of four projects

Liu Wei, Hu Zhigang, Liu Hongtao

Number of . Average
: Line of A
Project source code execution time of

code files detection (ms)
SunnySport 51 10265 1700.2
JHotDraw 144 8419 1903.4
TinyUML 194 13739 22744
IceHockeyManager 218 18085 2324.6

In Table 5, the average execution time is increased with
the expansion of system’s scale. We use the number of
source code files as the X-axis and the average execution
time of lazy classes’ detection as the Y-axis. The linear
relationship is shown in Figure 1.

2400
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- ° o 50 100 150 200 250
n
Number of source code files

FIGURE 1 The linear relationship between number of source code files
and average detection time.

Figure 1 presents the relationship between number of
source code files and the execution time. In Figure 1, the
thin line is a linear regression trend line. According to the
algorithm analysis in Section 3, time complexity of the
detection algorithm is T(n) = O(n). Execution time is
proportional to the number of source code files which can
be used to represent the scale of system. Experimental
results are in accord with the analysis results, and show
that the automatic detection algorithm has good efficiency.

To evaluate performance of the automatic elimination
algorithm in Table 2. We select some true lazy classes
from the LCCS, and the average execution time is list in
Table 6.

Number Average Avgrag_e
. LI elimination
Project of source Class Name elimination time .
code files of class (ms) time of
project (ms)
com.SunnySport.util.StockinTableModel 2185
SunnySport 51 com.SunnySport.util. DButiltow 2185 2185
CH.ifa.draw.contrib.DiamondFigure 358.5
JHotDraw 144 CH.ifa.draw.samples.nothing.NothingApplet 358.5 358.7
CH.ifa.draw.samples.javadraw.JavaDrawViewer 359
test.tinyuml.ui.lconLoaderTest 608.5
TinyUML 194 org.tinyuml.model.UmIModelListener 608.5 608.5
test.tinyuml.draw.NullElementTest 608.5
IceHockeyManager 218 org.lcehock_eymanager.|hm.c||gnts.de_vgm.|hm.sc_ena_rl_o.TM_ScenarloLlst 686.5 686.5
org.icehockeymanager.ihm.clients.devgui.gui.icons.icons 686.5
In Table 6, the average execution time is also increased 300 e
with the expansion of system’s scale. We use the same o B0 agas
method as Figure 1 to draw the relationship diagram oo 7
. 200 —_A3587
between the number of source code files and the average P

execution time. The result is shown in Figure 2.

In Figure 2, the average elimination time also has a
linear relationship to the number of source code files. The
experiment results are in accord with the algorithm’s
complexity analysis. Execution time is in direct proportion
to the system’s scale.
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FIGURE 2 The linear relationship between number of source code files
and average elimination time.
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5 Conclusions

In this paper, a novel approach based on abstract syntax
trees to detecting and eliminating lazy classes
automatically is proposed. At the beginning, all source
code files in a project transform to ASTSs, then the
relationships between classes are extracted from these
ASTs. We analyse three kinds of classes’ relationships,
which are generalization, association and dependency.
And we present some definitions to represent the classes
set of different kinds of relationships. The candidate lazy
classes set is obtained after a series of operations on these
sets. We examine candidate lazy classes by manual, and
remove true lazy classes finally. In order to verify our
approach’s correctness and evaluate its performance, four
projects are used to perform the experiments for detecting
and eliminating lazy classes. The experimental results
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Abstract

The function with non-homogeneous exponential law, based on index characteristic and integral characteristic of grey model GM(1,1),
was used to fit the one-time accumulated sequence, and the formula of background value was given, aiming at the problem of lower
precision as well as lower adaptability in non-equidistant multivariable model MGM(1,n). A new information optimization model
MGM(1,n) with non equidistance and multi variable based on background optimization was put forward, took the m-th component of
the original sequence as initial condition, the mean relative error as objective function, and the modified one of initial value and the
parameters of background value as design variables. This proposed MGM(1,n) model can be used in equidistance & non-equidistance
modelling with higher precision as well as stronger adaptability. Examples have validated the practicability and reliability.

Keywords: multivariable, background value; optimizing, new information, non-equidistance sequence, non-equidistant MGM(1,n) model, least square

method

1 Introduction

MGM(1,n) model is extended from GM(1,1) model in the
case of n variables, and the parameters of MGM(1,n)
model can reflect the relationships of mutual influence and
restriction among multiple variables. The MGM(1,n)
model was established [1] and the optimizing model of
MGM (1,n) was set up by taking the first component of the

sequence x® as the initial condition of the grey
differential equation and modifying [2]. The multivariable
new information MGM(1,n) model taking the nth

component of x as initial condition was established [3].

Take the nth component of x¥ as initial condition and
optimize the modified initial value and the coefficient of
background  value g where the form is

z® =gx®P (k+1)+1-g)xP (k) (qe[01]), and the new
information MGM(1,n) model with multivariable was
established [4]. These MGM(1,n) models are equidistant,
and the non-equidistance multivariable MGM(1,n) model,
with homogeneous exponent function fitting background
value, was established [5]. However, non-homogeneous
exponent function is more widespread, there are inherent
defects in the modelling mechanism of this model. The
model MGM(1,n) with non-equidistance and multivariable
was established [6], and its background value is generated
by mean value so as to bring lower accuracy. The non-
equidistant and multi-variable model GM(1,n), based on
non-homogeneous exponent function fitting background
value, was established [7] and improves the accuracy of
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the model. The constructing method for background value
is a key factor affecting the prediction accuracy and the
adaptability. In order to improve the accuracy of GM(1,1);
some constructing methods for background value were
proposed, and some non-equidistance GM(1,1) model
were established [8-11]. How it is of great significance
establishing non-equidistance of MGM(1,n) model with
high precision to extend GM(1,1) model to MGM(1,n)
model. In this study, the method constructing background
value in [9] and the optimizing modelling method in [2]
were absorbed, and the function with non-homogeneous
exponential law was used to fit the one-time accumulated
sequence. According to the new information priority
principle in the grey system, A new information
optimization model MGM(1,n) with non equidistance and
multi variable based on background optimization was put
forward. took the m-th component of the original sequence
as initial condition, the mean relative error as objective
function, and the modified one of initial value and the
parameters of background value as design variables. This
model, with higher precision, better theoretical and
practical value, can be used in equidistance and non-
equidistance model and extend the application range of the
grey model.
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2 New information optimization model MGM(1,n)
with non-equidistance and multi-variable based on
background value optimization

Definition 1: Supposed the sequence
X =[x t) e O ), X0 ()] : if
Atj :tj —tj_liconst , Where i=12,...,n,j=2,...m, n
is the number of variables, m is the sequence number of
each variable, Xi(o) is called as non-equidistant sequence.
Definition 2: Supposed the sequence

XO =P ) ), X ) D )y
1 0

Xi()(tl):Xi()(tl) and Xi(l)(tj)=Xi(1)(tj—1)+xi(0)(tj)'Atj

where j=2,...m, i=12..n, and At; =t; -t;;, X® is

one-time accumulated generation of non-equidistant

sequence X\?, and it is denoted by 1-AGO.
Suppose the original data matrix:

XO = {xO xO X7 =

xXOt) xO(t) . xO(ty)
xO) x0@) o xV(t,) ©)
xO) xO) . xO(ty)

XOt;) =142 ). 7 ). X0 (t)]
(j =12,...,m) is the observation value of each variable at

where,

t; , and the sequence
X () X (1), X (), X ()]
(i=12,...,n,j=12,....m) is non-equidistant, that is, the

distance t; —t;_; is not constant.

In order to establish the model, firstly the original data
is accumulated one time to generate a new matrix:

X(l) :{X:El) ) X(Zl) [ XE\J—)}T =

xP () xO(t,) x® ()
xP ) xP(ty) P (t) )
Xr(ml) (t) Xr('|1) (t) Xr(11) (tm)

where, x®(t;)(j=12,...m) meets the conditions in the
definition 2, that is,

K
20 -t )
j=1

Xi( K (t)

(k=2,...m)

X0 () = ®)

(k=1)
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Non-equidistant and multi-variable MGM(1,n) model

can be expressed as first-order differential equations with
n variables:

1
i = +axP + e x® +
dt - “11M 1272 nn bl
1
dxé)—a x4+ X+ + 2y + b
EPT T 22Xy " Tt AynXp 2. 4
dx®
drt] =a, XD +a,xP .+ a,x® +b,
&1 A 1n by
a, a a b
Assume A= 21 22 2n , B= 2 ,
a'nl an2 ann bn
Equation (4) can be expressed as:
)
—dxdt ® _ axO)+B. 5)

According to new information priority principle in the
grey system, it is inadequate for utilizing new information
when the first component of the sequence

x(t;) (j=12,--,m) is taken as the initial condition of

grey differential equation. Regard the m-th component as
the initial conditions of the grey differential equation, the
continuous time response of Equation (5) is:

XOt)y=eMXOt, )+ At -1B. (6)

The m-th component of data in Equation (6) is taken as
the initial value of the solution, and then X©@(t,) is
substituted by X@(t,)+/ , where the dimension of
B=LB,.Bor..3,]" is the same as one of X Ot ). After
restoring, the fitting value of the original data is:

) lim X t,)-X®(t, - At)
XO(t;)=1 At—>0 At '
(XP () =X )t 1), j=23,...m

j=1

(1)

© k
where, e :I+ZA—tk, I is a unit matrix.
= k!
Inorder to identify A and B, Equation (4) is made the

integration in [t;_;,t;] and we can obtain:

n t.
X0 (t))At; = Zanft_' X0 (t))dt + A, 8
= it '

(i=12,...,n;j=23,....m)

t
Note zi(l)(tj)zjtJ x® (t;)dt , and the common formula
j-1

for background value, actually based on the trapezoidal
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area zi(l) (t;)At;, is appropriate when the time interval is

small, that is, the change of sequence data is slow.
However, when this change is sudden, the background
value using the common formula often brings out the
larger error, so it is more suitable for Equation (4) that

parameter matrix A and B estimated by the background

.
value in [t;_y,t;] are obtained by zi(l)(tj)z'[J x®(t; )t
tia

substituting for x{(t;) . Based on quasi-exponentially
law of the grey model and the modelling principles and
methods in [9], we set that x® (t) = Ae®'+C; , where
A, B;,C; are the undetermined coefficients.

Assume that the curve x®(t)=Ae®" +C, passes
through three points (t;,x(t;)), (1, x"(t;;)) and (
tj_o. X" (tj_,)), we can obtain:

Bit]+1 +C_
i*

xO(t)) =A™ +C XD () = Ae ©

Take C; as the parameter, obtain the undetermined
coefficients A, B;,C; in Equation (9):

tia

[P ) -Ci1 ™

4
X t.0) ~Cy]M

5 _ N0 (5,0 ~C) ~ IOV () - C) -

I At j+l

(10)

That Equation (10) substituting for the formula for

background value .[:" x®(t;)dt can be obtained.
j-1

1 L. B,
20 (ty.) = [ xPdt = [ (Ae® +Cp)dt =
J ]

(Atj+l)2 Xi(O) (tj+l) (1)

G0 -C) (O €)-C))

iAtj+l'

Note a; = (ay,8jp,- 8, 0)" (1=12,...,n) and the

identified value & of & can be obtained by using the

least square method as follows:
&; =[4y,,.. 810, 01" = (12)
(L'L)*Y;i=12,...n,

where:
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29(t,) 28 (t,) 20(t,) At

L) D) D) A 13)
20ty 2P () 2O (t,) Aty
Y =[x ) A, X0 )AL, xOt)At, 1. (14)

Then the identified values of A and B can be obtained.

81 8y Ay b,

~ |4 a a . |b

A — 21 22 2n , B _ 2 . (15)
Ay Apy app b,

The calculated value in new information MGM(1,n) model
is:

A(tj A(tj_tm)

& ~tp A
XO(t;) =X (t,) + A e

(j=12,...m)

-DB (4

After restoring, the fitting value of the original data is:
lim  X® (t,) - XP(t, - At) i1
XO(t;)=1At >0 At '
(X () = X)) ~tig), =23,.m

.(17)

The absolute error of the i-th variable is 3 (t;) - x(t;) .

The relative error of the i-th variable is:

20 ;) - x2(t;) .

g (tj):Tloo. The mean of the relative
X (L))

m
error of the i-th variable is iZ|ei (tj)| . The average error
m 4
j=1

i=1\ j=1
After taking the average error f as the objective

function and £ and C:[Cl,CZ,...,Cn]T as the design

variables, and the optimization function fmincon in Matlab
7.5 or other optimization methods [14] was used. If

C=[C,,C,,...C,]" was not optimized, C=[0,0,...0]" ,

. 13
of the whole data is f :%Z(Zki (tj)|].

and at this time x{ (i) = Ae™ +C; is the homogeneous
]
form as x (i) = Ae®", and the precision of the model
]
constructing background value is low.

3 Example

Example 1: In the calculation on contact strength, the
coefficients m, and m, among the principal curvature

function F(p), the radius of the major axis a and the
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minor b in the ellipse with the point contact is generally
obtained by looking-up, and these data are extracted in
Table 1 [12]:

TABLE 1 Values of F(p), m, and m,

F(p) 0.9995 0.9990 0.9980 0.9970 0.9960 0.9950
m, 23.95 18.53 14.25 12.26 11.02 10.15
my 0.163 0.185 0.212 0.228 0.241 0.251

F(p) 0.9880 0.9870 0.9860 0.9850 0.9840 0.9830
m, 7.25 7.02 6.84 6.64 6.47 6.33
my 0.297 0.301 0.305 0.310 0.314 0.317

F(p) 0.9940 0.9930 0.9920 0.9910 0.9900 0.9890
m, 9.46 8.92 8.47 8.10 7.76 7.49
my 0.260 0.268 0.275 0.281 0.287 0.292

F(p) 0.9820 0.9810 0.9800 0.9790 0.9780 0.9770
m, 6.19 6.06 5.95 5.83 5.72 5.63
my 0.321 0.325 0.328 0.332 0.335 0.338

Assume mpisas t,, F(p) as x, and m, as X, , non-
equidistant new information optimizing MGM(1,2) model
was established by using the proposed method in this
study. The parameters of this model are as follows:

~0.0501 0.0003 10421| _ |-89.9368
:‘—60.1400 0.1394" :76.9607" :‘—14.6408"
0.260702
:‘11.7602"

The fitting value of F(p) is:

F(p) = [0.99686, 0.99339, 0.99228, 0.9913, 0.99063,

0.9901, 0.98966, 0.98927, 0.98892, 0.98861, .98833,
98808, 0.98784, 0.98763, 0.98744, 0.98723, 0.98701,
0.98685, 0.98668, 0.98649, 0.98633, 0.98616, 0.98599,
0.98585]

The absolute error of F(p):

gq= [0.0026385, 0.0056107, 0.0057196, 0.0057004,

0.0053663, 0.004897, 0.0043371, 0.0037321, .0030816,
0.0023854, 0.0016663, 0.00092441, 0.00015948,
0.00062861, —0.00144, -0.0022274, -0.0030145,
0.0038487, —0.0046827, —0.0054927, -0.0063262,
0.0071595, —0.0079927, —0.0088495]

The relative error of F(p) (%):

e=[-0.26398, -0.56164, —0.5731, —-0.57175, —0.53879, —
0.49216, -0.43632, —0.37584, -0.31065, —0.2407, -
0.16832, —0.093469, -0.016142, 0.063689, 0.14604,
0.22613, 0.30635, 0.39152, 0.47685, 0.5599, .64553,
0.73131, 0.81725, 0.90578].

The mean of the relative error of F(p) is 0.04822%,
and one of this model is 0.49941%, therefore, this model
has higher precision. In the model without optimization,
the mean of the relative error of F(p) is 0.065315%, and
the one of the model is 0.79897%.

Example 2: In the conditions of the load 600N and the
relative sliding speed 0.314m/s, 0.417m/s, 0.628m/s,
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0.942m/s and 1.046m/s, the test data of the thin film with
TiN coat are shown in Table 2 [13].

TABLE 2 Test data of the thin film with TiN coat

No. 1 2 3 4 5
Sliding speed (m/s) ~ 0.314 0.471 0.628 00942 1.046
Friction coefficient,z 0251 0.258 0.265 0.273  0.288
5
Wear rate wx10 75 8 85 95 1

(mg/m)

Assume sliding speed t;, friction coefficient X* and

wear rate X , non-equidistant new information
optimizing MGM(1,2) model was established by using the
proposed method in this study. The parameters of this
model are as follows:

~0.1947 00102 _ [0.2249 _ |-1.1263

" |-16.2105 0.9536" :‘4.3908" :‘ 75 ‘
and 5 ‘0.085424‘ |
2.2022

The fitting value of Xl(o) :
X9 =[0.25103, 0.2597, 0.265, 0.27462, 0.28471].

The absolute error of X
g =[2.9151e-005, 0.0016991, -1.607e-009, 0.0016164, —
0.0032885].
The relative error of X% (%):
e=[0.011614, 0.65857, —6.0642e—007, 0.5921, —-1.1418].
The mean of the relative error of Xl(o) is 0.48082%,

and one of this model is 1.3706%, thus, this model has
higher precision. In the model without the optimization of

£ and C, the relative error mean of Xl(o) is 4.1851%, and

the one of the model is 5.9398%. When equidistant
MGM(1,3) model was used in [13], the relative error mean

of X9 is 1.6225%.

4 Conclusions

Aiming at non-equidistant multivariable sequence with
mutual influence and restriction among multiple variables,
the function with non-homogeneous exponential law,
based on index characteristic and integral characteristic of
grey model, was used to fit the one-time accumulated
sequence. A new information optimization model
MGM(1,n) with non equidistance and multi variable based
on background optimization was put forward, took the m-
th component of the original sequence as initial condition,
the mean relative error as objective function, and the
modified one of initial value and the parameters of
background value as design variables. The proposed
MGM(1,n) model can be used in equidistance and non-
equidistance and extent the application scope of grey
model. New model is with high precision and easy to use.
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Examples have validated the practicability and reliability
of the proposed model. This model is of important practice
and theoretical significance and is worthy of promotion.
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Abstract

The flange hole forming is a complex process, Under the assumption of Prandtl-Reuss flow rule and von Mises yield criterion, the
incremental elasto-plastic large deformation finite element model was established based on the Updated Lagrangian Formulation
(ULF).The elasto-plastic conversions of boundary and deformation are reduced with r-min rule. The friction phenomenon of slippage
and viscosity at the boundary interface is revised with increment of revision Coulomb rule. The increment rules are led into the whole
stiffness matrix, and derived out the stiffness equation. The studies show that the influence on steel elliptical hole flange forming
deformation is influenced by punch structure and parameter. The dates show that finite element simulation and experimental result

have a good consistency.

Keywords: elasto-plastic, FEM Simulation, elliptical hole flange

1 Introduction

Sheet metal forming is a common material processing
method, which can be divided into stretching, bending,
drawing and flanging, etc. [1]. Its parts can be used in
automotive,  stationery  manufacturing,  household
appliances industry, when provided with the support group
or for pipeline connection and other purposes.

The manufacturing process is using the elliptical punch
to stretch forming the sheet, and the blank will bend along
the punch radius to form an elliptical shape hole. The hole
expands with the dropping of the punch, and the thickness
near the hole will gradually thinning, and result the neck
and cracked phenomenon. Therefore, if using the finite
element to analysis the flange forming process, instead of
the trial and error method which are used in general mold
factory, it will reduce the costs and shorten development
time away [2].

Tang [3] studied the different punches to analyse the
distribution of stress and strain in the flange forming with
the shell theory and ignoring the bending effect.

Huang and Chen [4,5] investigated the flange hole
shape with the different punch radius and shapes. The
results show there is the linear relationship between the
initial diameter and after stretching.

Takuda and Hatta [6,7] used the rigid-plastic finite
element to simulate the sheet metal forming and used
ductile fracture criterion to predict zirconium sheet stretch
forming limit. The results show that the extension of
zirconium sheet is high, but the stretch is low.

Leu [8] studied the numerical analysis and experiment
of flange process with the incremental elastic-plastic finite

“Corresponding author e-mail: xiajiansheng@2163.com
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element method. The results can effectively predict the
forming process: when hardening index and orthogonal
anisotropy increased, the maximum hole expansion ratio
also increased.

Huang and Chien [9] studied the forming process of the
flange hole with the frusto-conical punches and different
radius, and found the frusto-conical taper punch radius
does not affect the forming, the maximum load decreases
with the punch radius increasing.

In this paper, the steel sheet SPCC is analysed with the
finite element method, some relationships are studied,
such us: relationship between punch load and
displacement, distribution of stress and strain, distribution
of thickness, and verify by actual experiments. It used to
reference for operation process and altered design.

2 Fundamental theory
2.1 VIRTUAL WORK PRINCIPLE

It descripts the elastic-plastic deformation with the
updated Lagrangian formulation ULF [6], the Virtual work
principle formulation can be shown as follows:

[ (8, -0 Jg,av + [ Loy LoL,dv = Lf fonds (1)

where, &5 is the Cauchy stress tensor, & is the rate of
stress tensor, &; is the strain tensor, o is the rate of strain
tensor, 9¢; is the virtual strain tensor of the point, oL; is
the virtual velocity gradient tensor of the point, ov; is the
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velocity component, f is surface force component, Lj is

velocity gradient tensor, V is unit volume, S is unit surface
area.

2.2 CONSTITUTIVE RELATION

In preparing the theory of elasto-plasticity, we have made
certain assumptions[10]:

1) The material is homogeneous and isotropic;

2) There is no strain before manufacturing;

3) Temperature  effect don’t  consider
manufacturing;

4) It obeys the laws of the Hooke's Law in elastic stage;

5) It obeys the von Mises yield rule and Prandtl-Reuss
plastic flow rule;

6) It contains Isotropic strain hardening in constitutive
equation;

7) There are elastic strain stage and plastic strain stage
in material strain rate;

8) Punch, die and holder are steel structure;

9) The Bauschinger effect don’t consider in reverse
unloading.

Taking into account mentioned above, the constitutive
relation can be written as follows:

when

Oij = Ci;'r)nn 'mn’ (2)
CiCs, 2
Cfp :C.? _ 80‘k, aO'uv
ijmn ijmn of ' (3)
a o oo
C:Iuv + H' — »
oo, 0oy, c
where: . is Jaumann differential of o, Cy is the

elastic-plastic module, C.  is Elastic module, f is the
initial yield function, H’ is the strain hardening rate, &
is Von Mises yield function, so the Matrix form of C

can be expressed as below:

[e)-[e]-

ijmn

ep
ijmn

s sS, SS, SS, SS. S
$2 5,5, 5,5, S,5 S,S,
1 s? s,S, S.S. S.S, (4)
s s? 8,5 S,S. |
Sz S.S,
| symm Se |
where,
s=35Hs S0y, +8S,0,, +S;07, +
9 (5)

’

28,0, + 28,0, +2S,0,,
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(6)
U]

where o is deviator of o7, G is the friction flow potential,

S, = 2Go!

XX 1

S, =2Ga), S, = 2Gd’

z

=2Go,

Xy 3

S, =2Go’

yZ 3

S, =2Go’, , S,

X

G=0’+0? [Ce] is the equation in minimum strain,
which can be expressed as below:

l1-v 1-v 1-v 00 0
1-2v 1-2v 1-2v

1-v 1-v 00 0
1-2v 1-2v

c f?’o 00

S - O
1+v l 0 0
2
L
2
symm 1
L 2]

where, E is modulus of elasticity, v is Poisson's ratio. If the
material is homogeneous and isotropic, the Elasto-plastic
14

rate equation can be written:
3a (ij ooy
1+v
8,0, + 56,

T 5 Yi% T ékl . (9)
-2 2&2(3H'+—E )

_E
1+v
3 1+v

When a =1, it is a plastic stage; when o =0, it is an
elastic stage or unloading stage.

Equivalent stress and equivalent plastic strain relations
can express by n-power law equation:

6=C(s+¢,) (10)

where: C is material constant, n is strain hardening index;
& is the equivalent stress, €, is the equivalent plastic

strain, &, is the initial strain.

2.3 THE FINITE ELEMENT FORMULA

Finite element analysis is the method that the structure is
divided into many small units called discrete entity. Based
on Large deformation stress and stress rate relation, the
finite deformation of Update Lagrangian Formulation,
material constitution relationship, the velocity distribution
of each unit is shown below:

v} =<[N]{d},

(11)

(12)
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{Ly=<[M]{d}, (13)

where [N] is shape function, {d} is nodal velocity, [B]

is strain rate-velocity matrix, [M] is velocity gradient-

velocity matrix.

The principle of virtual work equation and the
constitutive equation based on update Lagrangian is linear
equation. The equation can be written by the form of
incremental representation.

After finite element discrimination, the large
deformation rigid general equation is written as below:

[ 20, 0 0 Oy 0
20, 0 Oy O,
20, 0 Oy
1 1
Q: E(O-xx+o-yy) E(O-zx)
1
E ( O W + 0. 72 )
symm
[ oy 0 0 o, 0, 0 0 0 0]
c, 0 0 0 o, 0, 0 O
c, 0 0 O 0 o, o,
o, o, 0 0 0 O
Z= c, 0 0 0 O
o, o0, 0 0
c, 0 O
O ny
symm o,

2.4 FRICTION PROCESSING

There is friction in sheet forming process, so we need to
pay attention to materials and tools of the interface
conditions [11]. When the material moves along the tool
surface curve of the slide, the contact force can be
expressed as:
F=Fl+Fn, (19)
where, F is radial force and F, is normal force, and
differential equation of F can be expressed as:

Xia Jiansheng, Dou Shasha

[K]{Au} ={AF}, (14)

where:

[K]:%J 8] ([c*]-[Q])[B]av 2 [IE] . as)

T /.
{AF}:%LE[N] {f}dsat (16)
[K] is the overall Elasto-plastic stiffness matrix, {AF} is

the nodal displacement increment, {Au} is the nodal
forces incremental, [Q] and [Z] are stress correction matrix.

GXZ 1
0
O-XZ
1
E(Uzy) : @an
1
E(ny)
_(Gxx +0,
(18)
F=Fl+Fi+Fn+Fn, (20)
where, differentials of | and i are expressed as:
I=—Au® /R, (21)
n=Au"® /R, (22)
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rel

where, R is tool radius, Au,” is the local relative velocity

between the tool and node, and the nodes relative speed
can be expressed as:
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AU =Au, -4, Sin@ (23)
where, Ay, is the contact tangent displacement increment

of nodes, Uy, is the displacement increment of tooling, 6
is the rotation angle.
The increment formula of F is expressed as follow:

F =(F-FAu /R+F g, sin0/R)-1+

' .[00 (24)
(|:n.|:|AuI /R —Fu,, sind/ R)~n.

Rigid matrix governing equation of the contact nodes
is expressed below:

Ky+F /R Ky, 1Ay t=1F +Fu,,sin@/R}.(25)

n™" tool
K, +F /R Ky ||Au, F—Fu,,sind/R

2.5 INCREMENTAL STEPS OF Rvivn METHOD

Using the elastic plastic finite element method with large
deformation method, also called the Yamada rmin method.
Each incremental step value is equal to incremental
‘ Program start ‘
I

Model parameters:
1.number of nodes
2.number of elements
3.shape of elements

Calculate
1.Node numbers
2.node initial coordinates
3.boundary condition

relevant parameter:

1.Eror tolerance

2.mold parameter
3.material parameter

Xia Jiansheng, Dou Shasha

displacement of initial deformation increment of the
tooling. Adopting the method of updated Lagrangian
formulation, calculating each increment of displacement,
strain, stress, load, springback value after forming the final
shape of sheet mental in unloading condition, the value of
load incremental in each step is controlled by rmin formula,
which is shown as below:
Foin = MIN(G1rzvr37r4vr5) ) (26)
where, ry is The maximum allowable strain increment, r»
is the maximum allowable rotation increment, rs3 is the
minimum value in all elastic elements, rs is contact
position between free node and tooling, rs is discontent
position between free node and tooling.

3 Numerical analysis flow

Based on the finite deformation theory, ULF equation and
rmin mMethod, a set of effective analysis of sheet metal
forming process is established. Firstly, a 3d part and mold
is designed with the NX software, and then mesh them
with NASTRAN software. Secondly, the meshed models
are drawn into the data file and did finite element analysis.
The simulation flow chart is shown in Figure 1.

—
(A)

Calculate the Yamada rpi,

Mmn=MIN(r1, r2, r3, r4, r5)

v

updated node parameters
1. elastic state
2.stress-strain
3.Incremental boundary conditions

v
Calculate punch ‘

displacement and load

v

= NO

h 4

Form and solve the stiff
matrix

&)

meet the requirement ‘

YES

¥

output results and stop

b

( stop

-\I
J

FIGURE 1 Numerical simulation of flow chart

Based on the theory upwards, the research of steel
elliptical cup drawing is studied, including relationship
between the punch load and displacements, stress and
strain, thickness, spring-back and warpage. Simulation
experimental parameters were carried out, which are
friction coefficient (x), punch radius (rp), die radius (Rq).

85

The parameters of warpage problems are verified by the
experiment are optimized and served a reference for
drawing designer.

The whole structure is composed of punch, die and
blank holder. The model picture was shown as Figure 2.
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I )
60.0 | stroke|

Holder ‘ Holder
Punch. | |
N r2
N\ — T
plate y —

Die Die

(@ ®)
FIGURE 2 Sheet metal and die size chart; (a) before deformation; (b)
after deformation

The initial relation of part and die is shown in Figure
2a, also, the punch down a certain travel case is shown
Figure 2b. It takes two coordinates to solve the problem,
which are fixed coordinates (X, Y, Z) and local coordinates
(& n, . It uses the fixed coordinates (X, Y, Z) when nodes
do not contact with the tool, and uses the local coordinates
(& n, Q) when nodes contact with the tooling. Using
coordinates rule based on the right-hand rule. L-axis is the
tangential direction of contact line between the part and
tools when n-axis is the normal direction.

The contact condition of each node of plates will
change depending on deformation in sheet metal forming.
When the displacement increment is zero, the boundary
conditions of increment displacement of the next node will
changes to free node boundary conditions. When sheet
contacts the tools, contact condition is changed to the
boundary conditions, which bases on the generalized rmin
method.

Blanks preparation: JIS SPCC steel sheet, cutting into
the outer diameter 130.0mm and an initial elliptical hole in
the centre of the sheet by CNC, the long axis of elliptical
size 23mm, short axis dimension 12mm.

Experimental arrangement: the sheet metals are put on
hydro forming machine, the centre of the sheet is
consistent with the mold. Set pressure of the pressure
160kN, the punch speed 1.0mm/s. Measured the
experimental data of header punch load and the stroke of
the punch. Finally, measured and recorded the hole of the
flange height was measured with callipers.

JIS SPCC material stainless steels are provided by a
china steel Crop, of which the mechanical properties as
shown in Tablel as below [12].

Unit:mm

TABLE 1 Mechanical properties of JIS SPCC

stress-strain relationship: 5=563.64(0.011+7,)%*"™

Poisson's ratio: v=0.3
Anisotropy value: ro =1.71,
s =152, rp=2.11

initial thickness: t = 0.6mm
yield stress: oy=163.5MPa
Yang coefficient: E=2.1x10° MPa

Because of the symmetrical sheet model, 1/4 model is
taken to analysis.

It uses the quadrilateral segmentation of degenerated
shell element in sheet metal meshing, when the die
meshing uses the triangle segmentation.

86

Xia Jiansheng, Dou Shasha

4 Results
4.1 DISTRIBUTION OF STRESS AND STRAIN

The hole elliptical flange stress distribution as shown in
Figure 3. As can be seen from the figure, the stress near
the long axis of the hole is maximum, the maximum value
is 395MPa, because the holes of the flange forming
influences by tensile stress, and the curvature is large near
the long axis of the hole, the circumferential stress has
concentration phenomenon. Stress near the short axis of
the holes gradually decreases in the direction of elliptical,
which is due to the short axis of the inner peripheral edge
of the blanks curvature of the hole is small, the stress in
this area is small, in addition, the stress value is less than
the value of stress at the long axis.

388.000
358.749
314.488
278.197,
258.900
198.698
187.344

118.003

78.782

5.551

0.000

FIGURE 3 The figure of stress distribution
4.2 FLANGE HEIGHT ANALYSIS

The compare of heights of elliptical hole flange between
numerical analysis and experimental is shown in Figure 4,
the measured points from the long axis to short axis along
the axis elliptical. As can be seen from the figure, the
maximum height position at the short axis. The value is
compared with the experimental results, the error is less
than 2%.

119
10.8
10,6+
10.4+
10.2+
10+
9.84
9.6
9.4-3
9.2
9]
8.8
8.6+
8.4
8.2

——e—— Experimenial result
Simulation resuit

Flanging height (mm)

T T T T T T T 1
10 15 20 25 30 a5 40 45

Relative position(mm)

FIGURE 4 The flange height distribution

T
[} 5

4.3 THICKNESS CHANGE ANALYSIS

The sheet mental is used to do drawing experiment
analysis. The thickness data are measure along the
direction of long-axis and short-axis and as shown in
Figure 5. As can be seen from the Figure 5a.
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0657
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a) The thickness in long-axis
0.66=
»-E-u. 0.64—
E ——e—— Experimental result
-
ﬂ 0.62=1 —— Simulaion result
5 064
ﬁ L
0.58
0.56~
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Relative posotion{mm)

b) The thickness in short-axis
FIGURE 5Thickness change analysis in long axis and short axis

Because the part was held by holder and die in this area,
the thickness changed a little from the area 0.0mm to
28.0mm. After that area, the thickness is thin gradually,
until to the minimum value. The reason is that the sheet is
affected by the maximum tensile stress, and the hole
becomes larger and the thickness become thin. As can be
seen from the Figure 5b), because the part was held by
holder and die in this area, the thickness changes a little
from the area 0.0mm to 39.0mm. After that area, the
thickness is thin gradually, until to the minimum value.
However, because the short-axis of curvature and Tensile
stress are small, the value also changes a little.

The thinnest thickness is in the bottom area near the
long-axis, which is the 0.45mm and slightly larger than the
rapture thickness, then the part can be finished.

4.4 FORMING LIMIT ANALYSIS

In order to find out the limit thickness of elliptical flange,
some experiments are carried out with the different
diameters of sheet, and set the value 0.41mm as the
criterion of rupture. If the thickness is thinner, the program
will judge that the sheet is in the limit thickness. FR
(Forming ratio) LFR (Limit Forming Ratio) and EFR
(Excessive Forming Ratio) are referred by Huang and
Chien [9].

DR (Drawing Ratio), LDR (Limit Drawing Ratio) and
EDR (Excessive Drawing Ratio) are used to calculate and
judge, which are defined by Huang [9].
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