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A Legend of Truth

Once on a time, the ancient legends tell,
Truth, rising from the bottom of her well,
Looked on the world, but, hearing how it lied,
Returned to her seclusion horrified.

There she abode, so conscious of her worth,
Not even Pilate's Question called her forth,
Nor Galileo, kneeling to deny

The Laws that hold our Planet 'neath the sky.
Meantime, her kindlier sister, whom men call
Fiction, did all her work and more than all,
With so much zeal, devotion, tact, and care,
That no one noticed Truth was otherwhere.

Then came a War when, bombed and gassed and mined,
Truth rose once more, perforce, to meet mankind,

And through the dust and glare and wreck of things,
Beheld a phantom on unbalanced wings,

Reeling and groping, dazed, dishevelled, dumb,

But semaphoring direr deeds to come.

Truth hailed and bade her stand; the quavering shade
Clung to her knees and babbled, "Sister, aid!

by Rudyard Kipling

And they, and thy demands, were satisfied.

But this - "she pointed o'er the blistered plain,
Where men as Gods and devils wrought amain--
"This is beyond me! Take thy work again."

Tablets and pen transferred, she fled afar,

And Truth assumed the record of the War...

She saw, she heard, she read, she tried to tell
Facts beyond precedent and parallel--

Unfit to hint or breathe, much less to write,

But happening every minute, day and night.

She called for proof. It came. The dossiers grew.
She marked them, first, "Return. This can't be true."
Then, underneath the cold official word:

"This is not really half of what occurred."

She faced herself at last, the story runs,

And telegraphed her sister: "Come at once.

Facts out of hand. Unable overtake

Without your aid. Come back for Truth's own sake!
Co-equal rank and powers if you agree.

They need us both, but you far more than me!"

| am - | was - thy Deputy, and men
Besought me for my useful tongue or pen
To gloss their gentle deeds, and | complied,

Rudyard Kipling (1809-1849) *
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This 18™ volume No.5 presents actual papers on main topics of Journal specialization, namely, Mathematical and
Computer Modelling, Computer and Information Technologies, Operation Research and Decision Making
and Nature Phenomena and Innovative Engineering.

Our journal policy is directed on the fundamental and applied sciences researches, which are the basement of a full-
scale modelling in practice. This edition is the continuation of our publishing activities. We hope our journal will be
interesting for research community, and we are open for collaboration both in research and publishing. We hope that
journal’s contributors will consider the collaboration with the Editorial Board as useful and constructive.
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* Joseph Rudyard Kipling (30 December 1865 — 18 January 1936) was an English short-story writer, poet, and novelist. He is chiefly remembered
for his tales and poems of British soldiers in India and his tales for children. He was born in Bombay, in the Bombay Presidency of British India, and
was taken by his family to England when he was five years old. Kipling is best known for his works of fiction, including The Jungle Book (a
collection of stories, which includes and his poems, including "Mandalay" (1890), "Gunga Din" (1890), "The Gods of the Copybook Headings"
(1919), "The White Man's Burden" (1899), and "If—" (1910). He is regarded as a major "innovator in the art of the short story"; his children's books
are enduring classics of children's literature; and his best works are said to exhibit "a versatile and luminous narrative gift".
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Abstract

Vibration characteristics analysis is important in the design of multi-span pipeline with different support conditions. In order to
analyze the natural frequency and the vibration modal of the multi-span pipeline, a matrix transfer method is proposed in this paper.
With the multi-span pipeline divided into single-span pipes, the transmission formulas for the deflection, angle, bending and shear
between two adjacent spans are deduced, in combination with the Krylov function solution of the free vibration equation for the
single-span pipe, and the constraint condition between the two adjacent spans of the multi-span pipeline. According to the boundary
conditions on the starting and ending spans, the natural frequency equation and the vibration modal function between two adjacent
spans of the multi-span pipeline are presented. The FORTRAN program based on the above principle is written, and the natural
vibration frequencies and the vibration modals of two typical multi-span pipelines are investigated and compared with the results
from ABAQUS. It is shown that the model presented in this paper is efficient in the analysis of multi-span pipeline and has the

advantages of high computational efficiency and convenience for engineering practice application.

Keywords: Multi-span pipeline, Vibration equation, Natural frequency, Vibration modal

1 Introduction

With widely used in petroleum engineering, chemical
engineering and nuclear power, Multi-span flow pipeline
is one of the most common industrial equipment’s.
During the design of the Multi-span flow pipeline, in
order to prevent the production of "“instability" and
"resonance" phenomenon, much attention should be paid
to its dynamic characteristics such as natural frequency
and vibration modal. In order to do it, various approaches
have been used ranging from numerical methods such as
finite element method [1, 2] to analytical models [3]. The
former, although has high calculation accuracy, is
inconvenience to be used. The latter with appropriate
accuracy and relatively low computational cost is
convenient to be used in engineering.

For the analytical models, traditionally, three-
bending-moment model [4], which is based on the
continuous condition of the angle and bending moment
on the support linked to two adjacent spans, is usually
used to establish frequency equation and solved it by
numerical analysis method. This model shows good
adaptability to low-order frequencies but for the
calculation of high-order frequency, the computational
precise will decrease due to the increase of the iteration
number. Zhang et al and others [5-10] successively
presented the frequency equations of multi-span pipeline
with flexible and rigid supports. The influence of support

" Corresponding author e-mail: Liuqy66@aliyun.com

to vibration modal had been also investigated by them.
These models also appear capability in the determination
of low-order frequencies of multi-span pipeline.
However, the derivation processes of vibration mode
function and frequency function in them are not available
and high-order frequency solution with higher precise
still remains unsatisfied. Therefore, it is clearly desirable
to develop an effective analytical model with better
precise for high-order vibration and more convenient for
practical application.

The aim of this paper is to provide an efficient
method of vibration characteristics analysis to the design
of multi-span pipeline with different spans and different
supports. The continuity condition of multi-span pipeline
is used to derive the vibration modal functions of the
multi-span flow pipeline and by solving them with
iteration technique, high-order natural frequency and
vibration modal with higher precise can be obtained.

2. Free vibration equation for multi-span flow pipeline
2.1 SINGLE-SPAN FLOW PIPELINE

Based on vibration analysis theory for single-span beam,
vibration equation for multi-span flow pipeline can be
derived [11-13]. Therefore, according to the d’Alembert
principle, the differential equation of free vibration for
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single-span beam with material homogeneous and cross

section uniform (see figure 1) can be written as follows

a'y(x, t o

Yo | a2 2o, )
OX ot

El

where EI is bending stiffness, o is material density, A
is the area of cross section.
Y 4

4

v

El

FIGURE 1 Single-span continuous beam with two ends simply
supported

Formula (1) is a fourth-order differential equation and
its general solution is written as  follows,
y(x,t) = [AS(kx) + BT (kx) + CU (kx) + DV (kx)]sin pt ,
where A, B, C, D are constants, sin pt is the variable
that considers the change of displacement with time and
has no effect on the natural frequency as well as the vi-
bration mode of the multi-span flow pipeline, S(kx) ,

T (kx), U(kx) and V (kx) are the functions of hyperbolic
functions and trigonometric functions, and the expansion
of  them can be written as follows:

s(kx)zw , T(W)ZM |
2 2

ch(kx) — cos(kx)

U (k) = V() = sh(kx) — sin(kx)
2

, Where

k is the function of bending stiffness, material density,
area of cross section and natural circular frequency and:

El

k' =—w’, where o is the natural circular frequency
PA

(rad/s).

2.2 MULTI-SPAN FLOW PIPELINE

Multi-span continuous flow pipeline is regarded as the
structure that is composed of several single-span be-ams.
Each of them has the same vibration mode as a sin-gle-
span beam. Therefore, for the multi-span pipeline as
shown in Figure 2, the general solution for the free
vibration equation of the i™" span can be written as:

y (%, t) =[AS(kx) + BT (kx) + CU (kx) + DV (kx)]sin pt . (2)
I‘i

4 | | R

d 77377 77377 El; 77377‘| | 17377 h

FIGURE 2 Multi-span continuous beams with fixed ends and rigid
supports
Based on formula (2), the following expression can be
used as the vibration modal function of the span:

Liu Jun, He Xing, Liu Qinqyou, Naibin Jiang, Chen Huang
0. (X) = ¥, (x) = AS(kq) + BT (kx) + CU (kx) + DV (kx) . (3)

It appears that the vibration modal function is
composed of the displacements of each cross section at
some time. Thus, the displacement, rotation, bending
moment and shear force of each cross section of the span
can be expressed as formulas (4)-(7):

y, (x) = AS(kx) + BT (kx) + CU (kx) + DV (kx) , (4)
0,(x) = ay‘a(x) =k[AV (kx) + B S(kx) +C T (kx) + DU (kx)], (5)
X
GG
M (x) = E1 ———=E I’ [AU (kx) + BV (kx) +C S (kx) + DT (k¥)] , (6)
OX
A .
Q(x) =E I ———=EIK’[AT(kx) + BU (kQ) +CV (kx) + DS (k)] . (7)
X

The force analysis diagram for the it" span is shown as
Figure 3, in which y,, 6, M, and Q, respectively
denote displacement, rotation, bending moment and shear

force, superscript L, R respectively denote left end and
right end.

Yi Y
L o°
(0 D
QF Q°

FIGURE 3 Force analysis diagram for i span

At the left end ( x=0), formulas (4)-(7) can be
simplified as follows:

Y =A

6, =kB
M, =K’E|IC,
Q, =Kk’EID,

®)

According to equation (8), the four constants of it
span A, B, C,, D, can be determined as follows:
17 M. )

A.:yiL’B|:;L’C: zIL ’ :3Q_IL'
k kKE |l K°E
With the four constants substituted into formula (4)-
(7), the displacement, rotation, bending moment and
shear force equation of the right end (x =L ) of the i"

span can be given by:
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T . .
yiR :SiyiL+_I€iL+ I iL : QiL
k k’E,l k’El
T U
eiR:kViyiL+Si9iL+_lMiL+ gl QiL
KE, | k’El 9)
) T
MiR = Ellk UiyiL + EilkvieiL +SiMiL +?QiL
QiR = EiIkBTi Yot Eilk2Ui9iL + kViMiL + SiQiL
The equation (9) can be written as matrix form
Yin Yi
O O,
=[cl..|,, (10
Qx Q.
The items in the matrix [C] , are: C, =S,
T U V
Clz:_I ! C13: 2! ' C14: 3I ' C21:kvi '
k K°E,l K'E,l
T U ,
sz:Si’ C23:_I’ Cz4: 2! ! C31=Ei|k Ui’
KE, | kK°EI
T s
CszinIkVi J C33:Si J C34=; J C41=Ei|k T| J
C42 = EiIkZUi ! C43 = le ! C44 = Si
_ 0 0
1
Yon c. c! -C,—>+C,, 0
92R _ C223 C224 {GZL } _ [C]Z 114 |:Q1L
2R C323 C324 QZL o _C;3_113+C;4 0 F1
QZR C423 CAZA 114
¢, 22 4C, 1

Liu Jun, He Xing, Liu Qinqyou, Naibin Jiang, Chen Huang
The equation (10) also set up the force transitive
relation between right end and left end of the span. This
means that, as long as the internal force in the left end is
determined, the internal force in the right end can also be
deduced by equation (10). For example, in the first span
shown in figure 2, since the displacement and bending
moment of the left end with a fixed bearing are zero, the
equation (10) can be simplified as:

le ylL 13 C14

0 9 Cl Cl

A e () Y I o { } (12)
1R MlL C33 C34 QlL

Q1R QlL Ci:'! Ci4

For the second span, considering the supporting
condition on the left end of the pipeline, we have:

yZL le

gQL elR . . .
= , Where F, is the bearing shear in

MZL MIR

QZL QlR + Fl

the left end of the 1th span.

Using the above relation and formula (10), the force
transitive relation between the right end of 2th span and
the left end of the 1th span can be derived as follows:

(12)

Using the similar derivation process as formula (12), the displacement, rotation, bending moment and shear force in

the right end of the i span can be obtained as:

0
. - .
Ve C, C,. —C, —5+C,/
i i 14
9|R __ C23 C24 |:02L j| :[C]i i1
iR Caia Cgi4 QZL o _Csl;l % + Cslf
i i 14
QiR C43 044 i1
-C. Z5+C.
L 14

0

(13)
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If the right end of the pipeline is supported by hinge
support, then y_ =M, =0. According to formula (13),

we have | ® | =0. If the right end is supported by
C. C.

fixed bearing, then y_=6,=0 , we have

C. C,

c. ¢l

Based on the condition that the determinant value of
the matrix C is zero, a test-value method can be used to
determine the natural circular frequency of the multi-span
continuous pipeline. In the method, different k values are
substituted into the determinant of matrix C. if the
determinant value corresponding to a certain K is zero, the
natural circular frequency is obtained using the formula

El
k' = — @’ Sorting these obtained k values from small
PA
to large order, the natural circular frequencies from low
order to high order can be obtained.
If the left end of the first span is supported by hinge
support and elastic supports are used on the other span

By means of the method used in deriving formula
(13), the recursion relation of bearing internal force of
this kind of pipeline supported by mixture supports can
be obtained.

Vi C,' C.
Hi R C;l C; M 1L
= i-1 i1 ) (16)
M iR ng C34 Q1|_
QiR ngl - Kicii; Czi: - KiC;l

The natural circular frequencies of the multi-span
pipeline with rigid supports are the values that make the
determinant value of matrix C zero. The determinants of
the matrix C is depended on support condition of the
pipeline. The determinants of matrix C for two kinds of

i i

12 14
C i i

32

C! C!

32 34

C,-KcC, C.,-KC|

i 12 i 14

The Elastic support at the right end Test-value method is

supports are listed as follows: =0. The Fixed

24

support at the right end =0.

Yir Y 112 114

1R 1L Czlz C214

= [C]4><4 = 1 1

MlR MIL C32 C34
_Qm _ L QlL . _C; - K.Cjz C; - Kncil

4

10

Liu Jun, He Xing, Liu Qinqyou, Naibin Jiang, Chen Huang
ends (see Figure 4), formula (11) is changed to formula

(14).
[ Ve | .| [c. cl]
91R 1L Ciz Czl4 elL
=[c],, =l . . (14)
1R 1L C32 C34 QlL
L QlR _ L QlL . _Ciz Cia_

|
VS S TN S

FIGURE 4 Multi-span pipeline with the first span supported by
hinge and other spans elastically supported

Since the middle bearings are supported by elastic sup

ports, therefore Q. =Q, + Ky, where K is the stiffn

ess coefficient of the first elastic support (KN/m). Thus, i
n this case, the formula (13) can be changed to the follow
s:

(15)

also used to determine the natural circular frequencies of
the multi-span continuous pipeline.

3 Modal function for multi-span continuous flow
pipeline

Since each span of the multi-span pipeline has its
vibration modal function, therefore the modal function
analysis on the whole pipeline structure is to determine
the four constants of the vibration modal function of each
span. It is noted that the multi-span pipeline is
continuous. Thus, the four constants of the vibration
modal function for a span can be obtained by introducing
the boundary condition and constraint condition between
the span and its adjacent span into the modal function.
The modal function for the first span can be written
as:
y,(x) = AS(kx) + BT (kx) +CU (kx) + DV (kx) . (17)
It is assumed that the left end of the first span is
supported by fixed bearing (see figure 2). Then the
boundary condition for the left end of the first span can
be described by the following equations
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A=0
B,=0
CU,(KL)+DV,(kL,) =0

(18)

If the support between the i span and (i+1)" span is
hinge bearing, the constraint condition between the two
spans can be expressed as follows

A =0
B., =BS, (kL) +CT (k) + DU, (kL)
C., =BV(KL)+CS (kL)+DT (kL)

BT (kL )+CU, (KL )+DV (kL) =0

(19)

If the right end of the pipeline is supported by fixed
bearing, then the boundary condition can be written as

A =0
B, =B,.8,, (L) +C T, (L, )+D, U, (L) 0
BS,(kL,)+CT (kL )+DU (K )=0
BT (k,)+CU, (kL )+DV (K )=0

The modal computing can be accomplished by means
of the recursive method. In the method, the four constants
for the modal function of the first span can be determined

by assuming C, =1 and introducing it into the equation

(18). Base on the calculation for the first span, the other
four constants for the second span can be obtained by
using the equation (19). The similar recursive process is
repeated until the four constants for the modal function of
the last span is computed by using the equation (20).

Based on the theory presented by the above sections,
the computer code of the method is developed using the
FORTRAN language and the validity of the method will
be proved in the next section by using the finite elements
software ABAQUS.

4 Example

In order to verify the computer code, computations were
carried out for multi-span flow pipelines with different
type of supports.

4.1 MULTI-SPAN CONTINUOUS OIL PIPELINE
WITH RIGID SUPPORTS

A multi-span oil pipeline with two ends fixed and middle
part supported by rigid bearing is shown in Figure 5. The
geometry and physical parameters of the pipeline are
listed in Table 1.
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FIGURE 5 Unequal-span oil pipeline with rigid supports

TABLE 1 Geometry and physical parameters of the unequal-span
pipeline with rigid supports

AN

Elasticity ~ Pipeline Oil Pipe outside Pineline wall

modulus density density diameter th'pk

(GPa) (kg/m®) (kg/m°) (m) fckness (m)
200 7850 900 0.16 0.01

The computer code developed in this paper is used to
analysis the vibration modal of the pipeline. A
comparison between the calculation result of the first five
order modal of the pipeline and that from ABAQUS (in
the ABAQUS 1000 B21 elements are used) is carried out.
The frequencies are listed in Table 2 and the vibration
modals are shown in Figure 6.

TABLE 2 The first five natural frequencies of the unequal-span pipeline
with rigid supports

Frequency order Current method ABAQUS
1 81.585 80.452
2 138.937 136.93
3 203.391 205.99
4 263.632 263.83
5 421.436 422.52
6 494519 508.73
7 592.239 607.44
8 666.580 656.59
9 795.180 818.83

10 866.966 858.19
11 953.093 1009.5
12 1004.330 166.8
13 1292.535 1248.9
14 1308.915 1261.9
15 1408.384 1321.4

It is shown in Table 2 that the first five order
frequencies respectively from the current method and
ABAQUS are closed and the maximum error between
them is less than 5%. In the Figure 6, it appears that the
vibration modals from the model presented in this paper
are essentially identical to those from ABAQUS.
Therefore, the current model is efficient in the vibration
analysis on unequal-span pipeline with rigid support.

4.2 MULTI-SPAN CONTINUOUS OIL PIPELINE
WITH ELASTIC SUPPORTS

In this section, the vibration modal analysis on a multi-
span oil pipeline with two ends fixed and middle part
supported by elastic bearings is carried out. The geometry
and physical parameters of the pipeline are the same as
those listed in Table 1. The stiffness coefficients of all the
four elastic bearings are 43 kN/m.
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FIGURE 6 Vibration modals of unequal-span oil pipeline with rigid
supports: (a) First-order modal in current model; (b) First-order modal
in ABAQUS; (c) Second-order modal in current model; (d) Second-
order modal in ABAQUS; (e) Third-order modal in current model;
(f) Third-order modal in ABAQUS.

The computer code is used to investigate the vibration
characteristics of the pipeline. A comparison between the
calculation result of the first three-order modal of the
pipeline and that from ABAQUS (in the ABAQUS 1000
B21 elements are used) is carried out. The first fifteen
orders frequencies are listed in Table 3 and the vibration
modals are shown in Figure 7.
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FIGURE 7 Unequal-span oil pipeline with elastic supports

It is shown in Table 3 that the first seven order
frequencies respectively from the current method are very
closed to those from ABAQUS and the maximum error
between them is less than 4%. In Figure 6 the vibration
modals from current method are also closed to those from
ABAQUS. Compared the Table 2 with Table 3, it can be
found that the natural frequencies of the pipeline with
elastic supports are lower than those of the pipeline with
rigid supports. This is consistent to the actual situation
and easy to be understood because the stiffness of the

<
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later is greater than the former. Thus, it can be seen the
method in this paper is also efficient in the vibration
modal analysis on unequal-span pipeline with elastic
supports.

TABLE 3 The first five-order natural frequencies of the unequal-span
pipeline with elastic supports

Frequency order Current method ABAQUS
1 14.821 15.289
2 41.371 40.764
3 80.798 78.866
4 133.388 128.70
5 199.214 189.61
6 270.408 260.78
7 300.408 315.45
6 270.261 260.78
7 300.841 315.45
8 370.408 341.26
9 457.750 430.26

10 594.268 526.89
11 643.151 630.78
12 726.448 739.83
13 870.557 845.57
14 954.677 945.87
15 959.739 973.71

@ , (b)
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(©) (d)

. / g i : | 5
/ \\/
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FIGURE 8 Vibration modals of unequal-span oil pipeline with elastic
supports: (a) First-order modal in current model; (b) First-order modal
in ABAQUS;(c) Second-order modal in current model; (d) Second-
order modal in ABAQUS;(e) Third-order modal in current model;
(f) Third-order modal in ABAQUS
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5 Conclusions

An efficient vibration modal analysis model for unequal-
span pipeline with different kinds of supports has been
developed. The model is based on the earlier concepts of
the matrix transfer, but has been extended to the pipeline
with different spans and different kinds of supports. Two
examples of unequal-span oil pipeline with respectively
elastic supports and rigid supports are used to test the
effectiveness of the model. The principal conclusions are
as follows.

(i) Compared with the ABAQUS software, the model
not only shows good precise in the analysis on the
low-order dynamic property, but also appears
capability of computing high-order vibration modal.
Commercial software based on finite element
method may be more precise but is hard to be
grasped by the ordinary designers. From this point,
the model in this paper is more convenient for

(i)
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Abstract

RBF neural network suits to control electromotors, which have uncertainty and highly nonlinear systems. However, in practice, RBF
neural network also have some obvious defects. For example, the strong dependence on the initial parameter and the poor quality of
clustering algorithm. For the above defects, this paper is going to build an optimized RBF neural network through the combination of
ant colony optimization algorithms, chaos ergodicity optimization theory and traditional K-means algorithm. On this basis, the
optimized RBF neural network will be applied to PID control and then the dynamic performance of the electromotor will be
simulationally tested by the designed PID controller. The simulation results show that in the control of electromotor, the optimized
RBF neutral network has the characteristic of high control accuracy and strong traceability and also it has the ability to guarantee
electromotor control system with steady and dynamic performance.

Keywords: RBF neural network, ant colony optimization algorithms, chaos ergodicity optimization, chaos ant colony optimization algorithms,
electromotor control

1 Introduction We design the optimized RBF neural network PID
controller under the Matlab in order to make the research

The development of artificial neural network has of algorithm significant. We use this PID controller to

experienced more than half a century. There emerges  make real-time status control of brushless direct current

dozens of major structures of neural network. At present, electromotor. And we test the feasibility and reliability of

the application of RBF neural network to PID control has  algorithm through the simulational experiment under the

become a hot issue, because RBF neural network has the ~ Matlab, making algorithm a new sublimation from theory

ability to approximate any nonlinear function. It is able to  to practice.

learn parallel distributed processing and has a strong fault

tolerance and robustness. Many training algorithms of 2 The Optimization of the RBF Neural Network

RBF neural network support both online and offline
training determine the network structure and the centre of 2.1 OPTIMIZED RBF NETWORK BASED ON ANT

the hidden layer units and width dynamically. And its COLONY ALGORITHM

learning speed is so fast that it is easy to model and

control some complex nonlinear control systems. According to the advantages and disadvantages of K-
However, RBF neural network is not omnipotent. It ~ means algorithm and ant clustering algorithm, we

has a strong dependence on the set of the initial  integrate these two algorithms to optimize RBF neural

parameter. Once the initial parameter is given wrong, it ~ network jointly. By using the fast characteristic of K-
will not get the optimized neural network structure. ~ means algorithm and the strong local searching ability of
Another difficulty of RBF neural network is that the  ant clustering algorithm, we design the improvement of
clustering quality of the traditional clustering algorithm is ~ RBF network clustering algorithm based on ant clustering
not high. Although the traditional clustering algorithm,  algorithm. The main idea is using K-means algorithm and
like K-means algorithm, has a fast global searching ant clustering algorithm to cluster the samples [5]. First,
speed, it is just a rough searching process, and in orderto ~ we use K-means algorithm to calculate the initial
achieve optimal global searching effect, it needs to  clustering centre of ant algorithm. Then we define the
explore a new algorithm and then combine with it.  pheromone left by ant from sample X; to the clustering
Therefore, we introduce the ant colony algorithm and centre c; (k) as z;. The Kin ¢; (k) is the K™ calculated
chaos_ c_olony algorlthn_] _t)gsed on the theory O_f chaos clustering centre. The probability of ant (M) from X; to
ergodicity to solve the initial parameter set and improve ¢ (k) is:

the traditional clustering algorithm. ] '

*Corresponding author e-mail: jnqddd@163.com
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where iealloeedn is the samples which ant(M) can
choose except the taboo table.

The followings are the updating equation of
pheromone:

7 (k+1) = PT; (K)+ Aty 2)

Az, = ZAT; , 3
k=1

Aﬁ=§ , @

where ri'; is the pheromone of X; —c;(k), p is the

persistence coefficient of strength, usually takes about
0.5-0.9 Q is the positive constant.

The followings are the steps of RBF neural network C
and B confirmed by the detailed K-means algorithm and
ant colony optimization algorithms [6].

Stepl Initialization algorithm: choose k different
initial clustering centres

Step2 calculate the distance between all the sample

inputs and clustering centre X, —c; (k)[, i=1, 2..., m;

Step3 average the classified samples to get a new
clustering centre c;(k+1). If k + 1< N, then do step2. If

not, then do Step4.
Step4 initialization process: suppose when k=0,

NC=0, z;(0)=c (c is a constant), Az;=0, ﬁ,,j:i
i
expected factor) tabu,, (s)=¢, s=0 (the initial stage of
taboo table of every ant is empty), place m ants on n
samples randomly. Then put the initial sample position of
every ant in the current taboo table, and set s=1. S is
taboo table index. Last, put the ant’s initial city in the
current taboo table.
Step5 repeat until the taboo table is full. Repeat (n-1)
times.

Step 6 calculate dy_[X, —c; k)|, i=1, 2., n; j=1,

2.,k

Step7 according to the distance between every
clustering centre above, then determine the base width
vector of hidden nodes.

(an

2.2 SIMULATIONAL EXPERIMENT

Based on the above improved clustering algorithm, we
will approximate to a nonlinear system in order to
compare the effect of the improved algorithm RBF
network and the traditional RBF network. First of all, in
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order to verify the feasibility of the algorithm [7], we can
randomly choose 100 arrays between 0 and 1 as input
samples. Overlap coefficient o =1, number of clusters
k=8, number of ants m=30, Q=100, iterations
NC=200. Now through the simulational experiment of
nonlinear system f(x) =e" +Xex+sin(x), we can get
Figurel and Figure2.

The experiment proves that it is feasible for ant
algorithm to improve clustering algorithm and the effect
of clustering is very good. After comparing these two
figures, we can see that the ability of the improved
algorithm RBF network to approximate nonlinear system
is stronger, and also it is able to solve nonlinear system
problems and put forward good solutions to the control of
nonlinear system, such as electromotor.

5 T T T 1 T T T T T

45+

-
ol
T
|

1 ] ] ] ] ] ] ] ] ]
0 01 02 03 04 05 06 07 08 09 10
input

FIGURE 1 The functional effect figure of the improved algorithm RBF
network approximation
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input

FIGURE 2 The functional effect figure of the traditional RBF network
approximation



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 14-18

2.3 OPTIMIZED RBF NETWORK BASED ON CHAOS
ANT COLONY ALGORITHM

In order to solve the problem of long time searching and
local optimum of ant algorithm in optimization
procedure, we adopt the good choice of the parameters in
ant colony algorithm and the updated strategy of
pheromone left in the path by the ant. We specifically
introduce a chaotic disturbance in order to avoid the
phenomenon of stagnation of ant colony algorithm in the
optimization process. The chaos movement produced by
Logistic mapping makes chaotic disturbance in
pheromone of ant colony algorithm. The chaos movement
produced by Logistic mapping can be defined like this:

h(n+1) = uh(n) [1-h(n)], 5)
where n=0,1,2..., 0<h(n)<1, n means the iteration.
When g =4, itis in chaos state. h(n) experiences all the

states between 0 and 1.

The main idea of chaos ant colony algorithm is first
using subtractive clustering method to cluster the samples
[8]. Then use K-means algorithm to calculate the initial
clustering centre of ant algorithm. Then define the
pheromone left by ant from sample X, to the clustering

centre C; (k) as 7jj .The probability of ant (M) from X
to ¢; (k) is:

B
|Tij ﬂ’lj

Z Tij ﬂ“u'ﬂ

icalloeedn

P = mQ (6)

where iealloeedn is the samples which ant(M) can
choose except the taboo table (as in (1)).

The followings are the updating equation of
pheromone:

7 (k+1) = pr;; (k) + Az x1.25x h(n)

Aty = Z Ari'; @)
Pt
Az’i'; = dg

h(n) is the added chaotic disturbance of pheromone

equation and n means iteration. This chaotic disturbance
is in order to avoid the phenomenon of stagnation in
searching optimization in ant colony algorithm and local
extremum:
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h(n+1) = 4h(n) [1—h(n)] . ®)

In this equation, h(n ) meets the formula (5). Tilf is the

p
coefficient of strength, usually takes about 0.5-0.9, Q is
the positive constant. Detailed chaos ant colony algorithm
to calculate RBF neural network node centre ¢ and node

base width b are the same as the above steps, so we will
not talk about it here.

pheromone of X; —c;(k), is the persistence

2.4 SIMULATIONAL EXPERIMENT

Through the optimization of RBF neural network
optimized by chaos ergodicity and the optimization of
RBF optimized by chaos ant colony algorithm, we are
going to make an approximation to a nonlinear function
in order to test the approximation performance made by
RBF neural network, which is optimized by two
algorithms. Thus, we can compare the advancement and
feasibility of these two algorithms. First input the
samples as the following methods: the number of input

samples is 100, in which the input sample X, must obey

the uniform distribution of interval [-4, 4]. Then calculate
the number of initial clustering centre by using
subtractive clustering method. Suppose the number of
ant(m) is 30, iterations NC=200, overlap coefficient
o=1. Through the approximation to the nonlinear
function f(x)=1.11—x+2x?)exp(-x?/2), We can get the
simulation experiments Figure3 and Figure 4. From the
comparison of these Figures, we can see that the training
time needed for RBF neural network optimized by chaos
ant colony algorithm is slightly more than RBF neural
network optimized by chaos ergodicity, but its accuracy
has a considerable improvement. We also can see that the
nonlinear functional effects of RBF neural network
optimized by chaos ant colony algorithm are better and
more accurate.

3 T

2.5

input

FIGURE 3 The nonlinear functional effect figure of RBF neural
network optimized by chaos ant colony algorithm
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FIGURE 4 The nonlinear functional effect figure of RBF neural
network optimized by chaos ergodicity

3 Brushless Direct Current Electromotor Control of
the Optimized RBF Neural Network

3.1 PID CONTROL OF THE OPTIMIZED RBF
NEURAL NETWORK

We adopt PID control of the optimized RBF neural
network. The followings are the implementation of this
control system.

We adopt the added PID control as the control
system. The error control is:

e(k) =r(k)-y(k). )
PID input is:
xc() =e(k)—e(k -1)
xc(2) = e(k) , (10)
xc(3) =e(k)—2e(k-1) +e(k-2)
The control algorithm is:
u(k) =u(k —=1) + Au(k), (12)
Au(k) =k, (e(k) —e(k —1) + ke(k)
(12)
+ky [e(k) —2e(k-1)+e(k- 2)] .
Take the performance index function

J = (yout(k) -y, (k))*/2, in which yout(k) is the k
times output of the control system, y_ (k) is the k times

output of RBF neural network. When using RBF network
to identity the system’s Jacobi matrix, we can get:

oyout(k) _ Oy (k) _

- Ci =%
auk)  au(k) 2ty

>
i=1 bj

(13)
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In the above equation, X, is the control input u(k) .

3.2 SIMULATIONAL EXPERIMENT OF
ELECTROMOTOR PERFORMANCE

In this paper, we use Matlab2007 as the test platform.
After the comparison of neural network PID electromotor
control improved by two algorithms and normal PID
electromotor control, we can get the following result. In
figure5, linel represents the effect of normal PID control
electromotor; line2 represents the effect of RBF neural
network PID control electromotor optimized by chaos ant
colony algorithm; line3 represents the effect of RBF
neural network PID control electromotor optimized by
ant colony algorithm.

From Figure 5, we can see that the effects of RBF
neural network improved by two algorithms are better
than that of normal PID control. In starting process of
electromotor, it can effectively avoid starting overshoot,
which is brought by normal PID control. Moreover, the
time needed for the electromotor from start to stable work
becomes shorter, thus improve the electromotor’s
working efficiency.

1400
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200

21
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FIGURE 5 Operational process of electromotor under rated condition

From Figure 6, we can see that comparing to normal
PID controller, RBF neural network PID controller
improved by two algorithms have better speedy
traceability when the given speed changes. As the rotated
speed of electromotor changes, it can avoid overshoot
shake, which is brought by normal PID control.
Furthermore, the following speed are faster and that can
reduce the energy consumption of the electromotor, so it
is helpful to maintain the electromotor’s stable working
condition.

1500 N
1
A z
1000 3
i -~
3
< 500
OO 005 01 015 02 025 03 03504 04505
Time (S)

FIGURE 6 Electromotor’s given speed from 1000 r/min to1300 r/min
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4 Conclusions

We can draw the following conclusions through the
research of electromotor control based on optimized RBF
neural network.

We use ant colony algorithm to improve k-means
algorithm. Then we design the improvement of ant
colony algorithm RBF network clustering algorithm
through the combination of the theory of ant colony
algorithm and the characteristic of k-means algorithm.
This principle uses k-means algorithm when the initial
clustering begins. Because this algorithm operates fast
and suits global rough search [9]. Then we use ant colony
to avoid local extremum in searching. These two
combined clustering quality of clustering algorithm
improve more obviously than the traditional clustering
algorithm, and it is more suitable for the approximation
of nonlinear system.
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Abstract

The current approach of the PID controller design and tuning for the large dead-time system are almost based on the first-order time
delay model, such as all PID algorithms and Ziegler function in MATLAB. And these algorithms generally only apply to the
following system 0.1<z/T <2. Therefore, the application effect of these algorithms in large dead-time system are not ideal. Based
on the second-order system, this paper proposed a universal tuning method of PID controller for large dead-time process. By the
introduction of the controller pre-coefficient K, , this method makes the large dead-time system PID controller design and tuning

simplistic. The fitting formula of controller pre-coefficient K, was given in this paper. The method is simple, versatile, suitable for

the object of (z/T )— +oo and second-order, higher-order system, overcomes the limitations of traditional PID control algorithm in
large dead-time system applications. The simulation results show that the method is correct, effective and has practical value.

Keywords: dead-time system, PID controller, parameter tuning, second-order system, pre-coefficient

1 Introduction

PID controller design and tuning for large dead-time
system are recognized problem in control community.
With the pure delay time 7 increases, the control of
dead-time system will become increasingly difficult [1,
9]. Due to the existence of pure time delay, the control
system tends to instability, it is difficult to obtain good
quality.

Now, using the powerful MATLAB language for PID
controller design and tuning is very advanced and
effective method. However, all PID algorithms in
MATLAB are based on the first order time delay model.
That is:

—78

G(s) 1)

=——¢
Ts+1

If the first-order time delay model is more precise, the
control effect of PID will be close to the control of the
first-order time delay model. These algorithms are
generally only applied to the following system
0.1<7/T <2. These algorithms in MATLAB are not
suitable for the controller design for large time delay
system. Therefore, these algorithms have certain
limitations on the scope of application [1, 2]. The well-
known Ziegler-Nichols tuning formula mentioned in
literature [3-4] is based on the first-order inertia and delay
object. The tuning effect for large delay process using the

* Corresponding author e-mail: mgh_1220@126.com
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famous Ziegler-Nichols tuning formula is far from ideal.
Similarly, the design of the Ziegler function in MATLAB
is also based on the first order time delay model [1, 2]. In
literature [5], the PI controller tuning for large dead-time
process is also based on the first order time delay model.
Nearly a hundred tuning methods and rules of PID
controller for large dead-time process are showed in
literature [6-7], but these tuning methods and rules are all
based on the first order time delay model.

Therefore, whether the MATLAB or the Ziegler-
Nichols tuning formula, now, all the PID controller-
tuning methods of large dead-time process are based on
the first-order time delay model, have certain limitations
on the scope of application, and are powerless for large
delay system.

The second-order system is the most representative
system in the control. Generally, the controller for the
second-order system is versatile [8]. Based on the second-
order system, a simple and effective PID parameter
tuning methods of large dead-time process was proposed.
The method is simple, versatile and suitable for the object
of (¢/T)— +oo. This method solved the large delay
control system design and tuning problem, which has
been in existence. The simulation results show that the
method is correct, effective and has practical value.

2 Control system design and tuning

There is a stable time-invariant second-order dead-time
system:
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G(s) =ke ™/ (as? +bs+1) =e Gy(s), (2)
where 7 is the lag time, € is the time lags, and
e ™ =1-75+(zs)’ /21— (rs)* /31+... . ©)

In fact, € is a non-minimum phase factor,
equivalent to the controlled object has an infinite number
of unstable zeros:

G,(s) =k/(as®+bs+1) . (4)
The designed control system is shown in Figure 1.
1 1
R+ ¢ ol [k miE
A ‘ Kf T Gpppl®) ‘ || asitbs+1 > e |
| | | G i
| |_______4
Gels) G(s)
Large dead-tune object
FIGURE 1 The PID control system of large dead-time process
Let
G.(s) =Gpp (9K, . ®)

The control system design methods can be divided
into two steps.

Step 1: Design of PID controller

It is difficult to design the PID controller according to
the equation 2 (second-order dead-time system). But it is
easy to design the PID controller according to the
equation 4 (stable time-invariant second-order system).
According to the equation 4, by optimizing, the designed
controller is:

Gep(8) =[K, +K; /s+K;s/(T;s+1]. (6)

There are many kinds of optimization methods can
design the PID controller now. In order to avoid pure
differential operation, we are often using the first-order
lags to approximate pure differential link [1].

The PID controller parameters designed according to
the equation 4(the object which not contain a pure time
delay) is very easy tuning. We are trying to achieve the
purpose of tuning the PID controller parameters by

adjusting the controller pre-coefficient K; when e is
added to the control system.
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Fo-Fipd Forbe g
A: £<0.76 B: £>0.76
FIGURE 2 The step response of second-order dead-time system
Step 2: set and adjust the controller pre-coefficient
In Figure 2, A and B is the step response of the
system shown in equation 2 in the case of damping
£<0.76 or £>0.76. In Figure 2 A, t,is the time of the

step response overshoot to the first peak. In Figure 2 B,
t, is the time of the step response to achieve 98% steady-

state value,

Ki=f(/ty)=f(h), h=r/t,. K, is a

monotonically decreasing function about h. 0< K <1,

(if =0 then K, =1). Engineering practice shows that
K, must be reduced in order to ensure the stability and

quality of the control system when the coefficient
h=z/t, increases.

The closed-loop system output step response designed
based on the equation 4(the object which not contain a
pure time delay) is shown in figure 3A. Therefore, you

can always find a value of K; in the same PID

parameters to make the following result holds. That is,
the closed-loop system output step response of equation 2
(the object which contain a pure time delay) is the result
of the closed-loop system output step response of
equation 4 (the object which not contain a pure time
delay) to the right pan z . The closed-loop system output
step response of the equation 2 is shown in Figure 3B.
Under the same PID parameters, each his accordingly
able to find the K, making no time delay object closed-

loop output pan right 7 to get the time delay object

closed-loop output, which containing e,
K, = f(z/t,), K, can be obtained by curve fitting
method.

K, = f(h)=c,+ch+c,h?+ch’+ch*+--- -
or
Kf = f (h) = ei(CO+C_lh+Czh2 +03h3+04h4+...) . (8)

The nonlinear of computing K¢ can compensate the

impact of non-minimum phase factor e ™™ in equation 2.
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FIGURE 3 The step response of second-order closed loop system

3 Simulation study

The control system shown in Figure 1 was simulated as
follows.

3.1 SIMULATION EXAMPLE 1

Input

controlled object is shown

R is the step signal. The second-order time delay
in equation 2. Object

parameters are [k a b ]. Simulation step ist, = 0.01s

1)
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0.5

2)

Let [k a b <] = [1.6 0.21 0.37 0]; PID
parameters is [K, K, K, T,] = [0.45 15 0.27

0.077]; K, =1. The simulation results are shown

in Figure 4. In Figure 4, the dotted line is the
open-loop step response of controlled object; the
solid line is the closed-loop output step response
of controlled object (following the same).

_____ Open—loop response

: { ——— Clo=ed-loop response
__________ e

tfs
FIGURE 4 The simulation of example 1 (7 =0)

Let[k a b r]=[1.6 0.21 0.37 0.4]; In the same
PID parameters, K, =0.36. The simulation results

are shown in Figure 5. It can be seen, Figure 5 is
the results of Figure 4 pan right 0.4s.
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FIGURE 5 The simulation of example 1 (7 =0.4)

3.2 SIMULATION EXAMPLE 2

Input R is the step signal. The controlled object is

G(s)=ke™ /(Ts+1), the parameters is [k

T z'],

Simulation step is ts=0.2s .
1) Let[k T «]=[1.31000], PI parameters are [K,

K] [1.37363 0.0137363]; K, =1; The

simulation results are shown in Figure 6. In Figure
6, the dotted line is the open-loop step response of
controlled object; the solid line is the closed-loop

output step response of controlled object
(following the same).
yid T T T T T
1 -'-,r{._‘i.:—’-'-'-' :
.'I‘ H H : :

08 i' ----------- ———— Open-loop response A
d,' : Closed—-loop response

0.6 [-F---- e R T ECTTTEE SEEET A P—

:|'I ; ]

0.4 f.., ............................................................... —

ool E i

l:=IJ Eé{) -u;G- E.EO BElllJ 1DIDIJ ‘i2IDD ‘E-liDD 1GJ'JD 1SJ03- 2000

=0 t/s
FIGURE 6 The simulation of example 2 (7 =0)

2) Let [k T <] =[1.3 100 100]; In the same PI
parameters, K, =0.22, the ratio of delay time ¢
and the time constant T is ¢/T=1; The
simulation results are shown in Figure 7. It can be
seen, Figure 7 is the results of Figure 6 pan right
100s.

3) Let [k T 7] = [1.3 100 400]; In the same PI
parameters, K, =0.06, /T =4; The simulation

results are shown in Figure 8. It can be seen,
Figure 8 is the results of Figure 6 pan right 400s.
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FIGURE 7 The simulation of example 2 (7 =100
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FIGURE 8 The simulation of example 2 (7 =400 )

4) Let [k T ]= [1.3 100 600]; In the same PI
parameters, K, =0.04, /T =6; The simulation
results are shown in Figure 9. It can be seen,
Figure 9 is the results of Figure 6 pan right 600s.

¥ 14 T T T T T T
1.2 - L: H . -
yoz
! H
L |} STr— e Bnm e e S —
't L H H : :
0sl-- |I_ ——_ Open—loop response J
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06 femnnns !....E....I.' ..... : .......... i, ......... .! .......... :. .......... .' ........ -
' :
| :
bl I T : H 7
1o ; :
02 {If.l S R U ———
I_,'.. H
P A | i i i |
(1] 1000 2000 3000 4000 5000 B000 TO00
T =600 T/T=6 s

FIGURE 9 The simulation of example 2 (7 =600 )

3.3 SIMULATION EXAMPLE 3

m the higher-order

object was reduced to the first-order delay system
1.202
71.7s+1

The higher-order object is

—118s
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Let =0, [K, K;]=[1.399 0.03]; K, =1; In the same PI
parameters, let =118, K, =0.16; The simulation results

are shown in Figures 10 and 11. It can be seen, Figure 11
is the results of Figure 10 pan right 118s.

yid
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FIGURE 10 The simulation of example 3 (7 =0 75% load)
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FIGURE 11 The simulation of example 3 ( 7 =118 75% load)

It can be seen from the above simulation results that
PID controller parameters can remain unchanged when

large delay links €™ is added to the control system, only
need to adjust the system pre-coefficient can be overcame
the impact of dead-time and achieved the desired control
effect.

The applications of the tuning method in second-order
delay system and first-order delay system are shown as
Example 1 and Example 2. It can be seen from example 2
that the method proposed in this paper is suitable for
large time delay object, i.e. the object of (/T )—+co,
and effectively overcomes the limitations of traditional
design and tuning method in the application of large
dead-time system. The applications of the tuning method
in higher-order system, which can be reduced to first-
order system are shown as Example 3.

5 Conclusions

The tuning method about large delay system in this paper
has the following characteristics:

22
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1) Simple and less adjustable parameters. When the
controller design based on without delay stable
system is completed, only need to adjust a
parameter K, can overcome the impact of the

time delay. Adjusting a parameter K,, which is

equivalent to changing the PID controller four
parameters [K, K; K, T,]. So, makes the PID

controller tuning method simplicity, practical and
effective.

2) Has a strong commonality. The tuning method is
suitable for not only the first-order delay system
but also the second-order delay system(overshoot
and no overshoot)and the higher-order delay
system which can be reduce to the first-order or
second-order system.
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Abstract

The grey-weighted Markov model is a prediction model integrating the advantages of grey model and Markov chain model. It can be
applied to predict the highway passenger transport quantum. Compared with grey model, the grey-weighted Markov chain model
improved the precise of prediction, so the combined model was more appropriate for the prediction of highway passenger transport.
Based on the original data of highway passenger transport quantum from 2001 to 2011, the passenger transport quantum in 2012 was

predicted with grey-weighted Markov chain model.

Keywords: Grey model, weighted Markov chain, passenger transport quantum, prediction

1 Introduction

Grey system theory was brought forward and developed
by Deng Julong in 1982 [1] .Grey model, i.e.GM, is a
useful model to solve some problems with short time
series, less statistical data, or incomplete information. But
GM has a worse fitting and precision for the long term
prediction or data series with great random wave (Deng
1989) [2]. Markov chain is a restricted class of stochastic
process with finite or denumerable state-space. Their
main property is that the joint distributions of the
involved variables are fixed by the transition matrices of
the process and the distribution of the initial variable. The
transition matrices show the internal wave rule of state-
space by which we can fix random errors of GM,
therefore we can combine GM and Markov chain to
predict value. Actually, the combined prediction models
have widely appeared both in pure and applied
mathematics, and have many applications in science and
technology [3-8].

The highway passenger transport quantum is the
number of passengers conveyed through the highway
transportation system in some a period. The passenger
transport quantum is an important data index reflecting
the level of the transportation serves for national
economy and people’s living. It is also the index of
programming the passenger transport quantum and
studying the scale and the pace of the development of
transportation. There are several methods to predict the
passenger transport quantum such as the experts’
experiences prediction method, the algorithm average
method, the liner regression method, and BP neural
network model etc, every method has advantages and
disadvantages (Wang 2007) [9-10]. This paper mainly
apply grey-weighted Markov chain model to predict the

*Corresponding author e-mail: liwenjean@163.com
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highway passenger transport quantum. Compared with
GM, the combined model improved the prediction
precise.

2 Establishment of the model
21GM (1, 1)

Step 1: Accumulate original series
x® (k) is the highway passenger transport quantum
of the kth year, then original sequence is set:

X :{X(O) (1),)((0) (2),"',X(0)(N)}. 1)
New sequence is created and defined as follows:
x® {X(l) (1), x (2) e x (N)}
)

={X(o> (1)’ZZ:X(0> (i)"”'ix(o) (i)} :

i=1 i

Step 2: Establish the equation
GM (1,1) is a prediction model with an order and one

variable. Its whitened equation is as follows:

dx (t)
dt

+ax (t)=u

©)
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Where “a” is named evolution grey coefficient, “u” is

a A
named end genesis-control grey value, U :L] U is
estimated by the method of GLS:

U=(8"B) B'Y, )

where B=

v <[4 (2).%7(3), 6" (V)]

We can obtain the estimation of “a” and “u” by O ,
and then obtain the time-response Eq. which is as follows
(Deng 1990):

")

£ (k +1):[x (5)

}eé‘k 2 k=12,
a

when k=12,---N-1, ¥ (k+1) is simulated value,
when k>N, ¥ (k+1) is predicted value.

Step 3: X% is deoxidized by

£ (k+1) =2 (k+1)-¥ (k), k=1,2,3,-, (6)
where £° (1)=x (1), then % (k+1) is obtained:
9 (k+1) = (1-e)(x (1)—§)e-ék. )
Step 4: The test of precision of GM (1,1)
Error is defined as:
E(k)=x? (k)- (k), k=1,2,---N. (8)
Relative error is defined as:
E(k
e(k)= () x100%, k =1,2,---N . )
x(©) (k)

Deviation of original series is defined as:

Li Wenjing
N _
> [x k) - x]z
§f= N , (10)
N
Z x© (k)
where x =%
N
Deviation of error series is defined as:
N _
2 ;[E (K)- ET
S == ’ 11
. = (12)
N
X E®
where E = X=2 }
N-1
Posterior ratio is calculated:
S
c==-%. 12)
S
The probability of error is calculated:
P=P{|E(k)-E|<067458, . (13)

The quality of prediction can be judged by table 1.

TABLE 1 The standard of the quality of GM (1, 1)

Grade P C

Good P>0.95 C<0.35
Acceptable 0.80<P<0.95 0.35<C<0.50
Conceded acceptable  0,70< P <0.80 0.50<C <0.65
Unacceptable P <0.70 C>0.65

25

2.2 GREY-WEIGHTED MARKOV CHAIN MODEL

Step 1 We establish the standard of the grade of relative
error, i.e. set up the status bar of Markov chain according
to the solution of GM(1,1).

Step 2 The grate of relative error sequence is
ascertained by the standard.

Step 3 Autocorrelation coefficient r, is calculated as

follows:
N-k N )
=2 (% = X)X, —%X) /D (4 =%X). (14)
1=1 1=1
r, is the autocorrelation coefficient which step size is

k, x isthe Ith relative error.

X is the average of relative error, N is the length of
highway passenger transport quantum sequence.
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Step 4 Autocorrelation coefficient standardization
The weight of the Markov chain with step size k is
defined as:

_ A

—,
N
k=1

W, (15)

(m s the max order which the prediction model need).

Step 5 According to the transitive state-space of
relative error series; we can obtain the transition
probability matrix of different step sizes. Noting the
original sequence and the corresponding transition
probability matrix, we can predict the state possibility
p(k) of the relative error of the highway passenger
transport quantum, where Kk is the step
k=12,---m.

We sum m weighted possibilities of the same state-
space and regard the result as the possibility of the
prediction, furthermore, the “ i ”, which corresponds
max {p(i),icE} is the grade of relative error of
prediction passenger transport quantum. We can fix the

result of GM by the median of interval of relative error.
Adding the final result to original sequence and repeat the

size,

TABLE 2 The error and relative error of every year

Li Wenjing
above steps, we can predict the passenger transport
quantum of next year.

3 Example analysis

The paper takes the highway passenger transport quantum
of Shandong province from 2001 to 2010 for an example
and uses grey-weighted Markov chain model to simulate
or predict (the data source from Chinese Stat. Annual).
Step 1: With the program of GM(1,1), we get a=-
0.1825,u=38931.3719, then get the simulation of the
highway passenger transport quantum from 2001 to 2010
(table 3.1)and the prediction of the passenger transport

quantum in  2011:  X(2011) =293698.7771 (ten
thousand).
The posterior ratio is calculated:

C=S,/S, =0.0225<0.35, the probability of error is
calculated: P = P{|E (k)~E| < 067455, | =1> 0.95.

According to table 1, the quality of GM(1,1) is
“Good”.

Step 2: We optimize the prediction by the mean of
interval of relative error of weighted Markov chain.

Relative error is calculated as follows:

Year Actual value (ten thousand)  Simulated value (ten thousand) Error (ten thousand) Relative error (%)
2001 70497 70497.0000 0 0
2002 74626 56825.5172 17800.4828 23.8529
2003 75492 68203.3143 7288.6857 9.6549
2004 89388 81859.2124 7528.7876 8.4226
2005 98485 98249.3405 235.6595 0.2393
2006 109472 117921.1556 -8449.1556 -7.718
2007 123963 141531.7279 -17568.7279 -14.173
2008 168675 169869.6888 -1194.6888 -0.708
2009 234234 203881.5720 30352.428 12.9582
2010 248720 244703.4294 4016.5706 1.6149

According to table 2, the average of relative errors
from 2001 to 2010 is 3.9033, the standard deviation is

TABLE 3 The grade interval of relative error

Relative error Relative error

The standard of grade

11.60. The relative error is graded as follows: state-space _ _ interval
The state-space of every year is ascertained according 1 X—-20s<x<X —-19.29<x<3.90
to the table 3: 2 X <X<X+1.0s 3.90<x<15.50
3 X+1.0s<x<X+2.0s 1550 <x<27.10
TABLE 4 The grade of relative error of every year
Year Relative error Grade Year Relative error Grade
2001 2006 -7.718 1
2002 23.8529 3 2007 -14.173 1
2003 9.6549 2 2008 -0.708 1
2004 8.4226 2 2009 12.9582 2
2005 0.2393 1 2010 1.6149 1

Autocorrelation coefficients of different orders and
weights of different step-sizes of Markov chain are
calculated as follows:

TABLE 5 The autocorrelation coefficient and weight of different orders

State-space 1 2 3
I 1.4931 -0.0456 -1.0079
W, 0.5863 0.0179 0.3958
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From table 4, we can get the transition probability

matrixes of different step sizes as follows:
[3/4 1/4 0] 3/4 1/4 0

p,=2/3 1/3 0 , p,=| 1 0 0 ,
| 0 1 0] 0 1 0
[2/3 1/3 0]

p,=| 1 0 0].
1 0 0]

TABLE 6 The prediction of the range of relative error in 2011

Li Wenjing

We can predict the state-space of relative error of

highway passenger transport quantum in 2011 according

to the data and the corresponding transition probability
matrixes of 2008~2010. The results are as follows:

Original year State Step size Weight 1 2 3 Resource
2010 1 1 0.5863 0.75 0.25 0 p,
2009 2 2 0.0179 1 0 0 p,
2008 1 3 0.3958 2/3 1/3 0 p;
Sum 0.4577 0.2772 0

According to table 6, max{p;,ieE}=0.4577, the

corresponding state space i=1, i.e. the relative error
state-space is 1 in 2011. We fix the result of GM by the
median of interval of relative error. Finally, we get the
prediction of the highway passenger transport quantum of
Shandong province in 2011: X(2011) =272700 (ten

thousand).

TABLE 7 Compare the precision of GM with Grey-weight Markov model

The real highway passenger transport quantum of
Shandong province in 2011 is 250469(ten thousand). It is
obvious that the relative error of grey-weighted Markov
combined model is smaller than the relative error of GM
(1, 1), see table 7:

Year Model Actual value (ten thousand) Simulated value (ten thousand) Relative error (%)
2011 GM(1,1) 250469 293698 -17.26
Grey-weight Markov 250469 272700 -8.88

In the same way, we can estimate other years, e.g. we
compare the results of two models applied on the

TABLE 8 Compare the precision of GM with Grey-weight Markov model

prediction of passenger transport quantum in 2009 as
follows:

Year Model Actual value (ten thousand) Simulated value (ten thousand) Relative error (%)
2009 GM(1,1) 234234 203882 12.96
Grey-weight Markov 234234 225783 3.61

Therefore, we choose grey-weighted Markov model
to predict the highway passenger transport quantum of
Shandong province in 2012 as follows:

TABLE 9 The prediction of the highway passenger transport quantum
in 2012

Predicted value

Year Model State (ten thousand)
2012 GM(1,1) 319387
Grey-weight Markov 1 296553

%(2012) = 296553 (ten thousand).
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4 Conclusions

This paper compares the performances of GM (1, 1) and
grey-weighted Markov chain method in passenger traffic
quantum prediction. It is shown, that the latter model
adjusts the error of GM, and then improves the prediction
precision. However, the transition possibility matrix lies
on the frequency, so the precision of grey-weighted
Markov chain method is affected by the length of time
series, we can obtain more accurate result with longer
original time series.
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Abstract

ANSYS is one of the most influential finite element analysis software in the world because of its very powerful calculation and
analysis ability, but its pre-process function is weak relatively. SolidWorks is the three-dimension parametric feature modelling
software of 100% feature modelling and 100% parameterization, which provides product-level automated design tools. In this paper,
combining with the intake tower, it discusses the method of modelling in three-dimension CAD software SolidWorks and the
interface processing between SolidWorks and the ANSYS code, which decreases the difficulty in modelling complicated models in
ANSYS. In view of the function of the birth-death, element and secondary development with APDL (ANSYS parametric design
language), simulation analyses of thermal field and stress during the construction and impounding periods were conveniently

conducted.

Keywords: Modelling in SolidWorks, interface processing, birth-death element, APDL, simulation analysis in ANSY'S

1 Introduction

Recently, mass concrete is widely applied to hydraulic
engineering. The internal temperature of concrete rises
due to cement hydration heat, and thus generates thermal
stress of the concrete structure. Excessive stress may
cause concrete cracks, which affects safety of the
concrete structure. It is necessary to analyse the thermal
field and thermal stress of important mass concrete
structures with both routine methods and the finite
element method (FEM). Some researchers have done a
large amount of simulation analyses using FE software
[1-6], but difficulties in these methods remain. There are
two main difficulties:

(i) Modelling of mass concrete structures in FEM
software are difficult because of their complexity [7-8].

(ii) The construction processes and boundary
conditions of concrete structure are complex, so complete
simulation is difficult with FEM software [9-10].

How to solve these two difficulties is of concern to
engineers and researchers.

SolidWorks is a CAD/CAE/CAM/PDM desktop
system, and the first three-dimension mechanical CAD
software in Windows developed by the SolidWorks
Company. It provides product-level automated design
tools [11]. Since its introduction in 1995, SolidWorks has
become a favourite design tool for many of today’s
engineers, mechanical designers, and industrial designers.
In part because of its easy-to-learn graphical user
interface and powerful set of tools, SolidWorks is used by
many top companies worldwide to design, engineer, and
document their products in a variety of fields. At the core

*Corresponding author e-mail: 1694440@qq.com
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of SolidWorks is the ability to create parametric three-
dimension solid geometry that is then used to create
drawings, manufacturing instructions, instruction
manuals, animations, full-colour renderings, and other
types of documentation. Regardless of the complexity of
the item being created, the creation process is easy and
follows the same basic steps. Firstly, a sketch is created
that is turned into a base feature. The base feature is then
further refined by adding features that add or remove
material from the base feature. Individual part models can
then be used to build assemblies that represent the final
design. After creating the three-dimension part or
assembly models, drawings are made to document the
design and manufacturing process. SolidWorks is the
three-dimension parametric feature modelling software of
100% feature modelling and 100% parameterization,
which has the following outstanding characteristics.

(i) Characteristics of the administrator functions.

(ii) Full-related data management of the zero part
design, assembly design and two-dimension drawings,
which are interrelated.

(iii) With tightly interface of a number of CAM, CAE
software.

At present, modelling by SolidWorks is mainly
applied to railway, aerospace, machinery manufacturing,
national defense industry, electronics, shipbuilding and
other fields [12-15], and is rarely applied to hydraulic
engineering.

ANSYS is a type of large universal finite element
software that has a powerful ability to calculate and
analyse aspects of structure, thermal properties, fluid,
electromagnetic, acoustics and so on, which has been
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widely used in civil engineering, traffic, water
conservancy, railway, petroleum chemical industry,
aerospace, machinery manufacturing, national defense,
electronics, shipbuilding, biological medicine, geological
mining, household appliances and other general industrial
and scientific research [16]. Since developed in 1970 by
John Dr Swanson at the university of Pittsburgh, ANSY'S
has occupied a pivotal position in the FES field and been
widely accepted by the industrial areas, which is
recognized as the standard analysis software of more than
20 professional and technical associations. But the pre-
process function of ANSYS is weak relatively. The
modelling ability in ANSYS is inferior and the complex
model building is very complex by ANSYS. So the pre-
processing wastes most time and affects work efficiency
seriously.

In the paper, the structure of intake tower was
modelled in the three-dimension CAD software
SolidWorks and imported into ANSYS with an interface
tool. Then, the simulation analysis during construction
and impounding periods was conducted by the APDL
program in ANSYS.

2 Modelling in SolidWorks and interface processing
between SolidWorks and ANSYS

2.1 MODELLING IN SOLIDWORKS

The process of modelling is undertaken from the inside to
the outside because of the complexity of internal structure
of the intake tower.

(i) The base plate and the left sidewall modelling.
Firstly, selecting sketch map and using sketch-rendering
tools to draw L-shaped cross-section of base plate and
sidewall. Secondly, entering the values of stretching
length and stretching the cross-section by stretching
convex body command, and the three-dimension model
of base plate and the left sidewall is obtained, which is
shown in Figure 1.

(ii) Internal structure modelling. Firstly, selecting
sketch map and drawing the two-dimension plan for
stretching. Secondly, entering the values of stretching
length and stretching the plan by stretching convex body
command, and the three-dimension model internal
structure is obtained. The internal structure model is
shown in Figure2.

E>

FIGURE 1 3-d L-shaped model FIGURE 2 Internal structure model
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(iii) Optimal model. Modelling the right side wall and
modifying the model by stretching removal command.
The optimal model is shown in Figure 3. In addition,
SolidWorks provides the command of insert—
characteristics—split for model splitting, by which the
simulation analyses for the construction impounding of
the mass structure become convenient.

(iv) Examining the section of model from different
perspectives. In SolidWorks, we can easily check the
front and back, up and down, left and right sides of model,
and even different location of the section, which helps us
conveniently check whether the model is optimal. The
cross section of model is shown in Figure 4.

FIGURE 4 Cross section

FIGURE 3 Integrated model

2.2 INTERFACES BETWEEN SOLIDWORKS AND
ANSYS

ANSYS provides some interface tools for CAD software,
which imports the CAD model conveniently and reduces
the difficulties of model processing. The interface tools
are given in Table 1.

TABLE 1 CAD software packages and preferred interface tools

CAD software package File type Interface tool
AutoCAD *.sat Interface tool for SAT
Interface tool for
*
Pro/ENGINEER .prt Pro/ENGINEER
SolidWorks *x_t Interface tool for Parasolid

The model needs to save as type Parasolid (*.x_t) to
import into ANSYS correctly, concrete steps are as
follows, choose “file— save as”, it is requested to write
the model’s name and choose the saving type as Parasolid
(*.x_t) in the ejecting dialog box, then choose the saving
folder and save. In ANSYS, using the command
“PARAIN, Name, Extension, Path, Entity, FMT, Scale”
or choosing “File—Import—PARA...” in the GUI
interface. There are two means of importing, and the
differences of whether selecting "Allow Defeaturing™ or
not are given in Figure 5 and Figure 6. Both of models
can be pre-processed in ANSYS in practice.
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FIGURE 5 With defeaturing FIGURE 6 Without defeaturing

3 Analysis of thermal field of intake tower

There are 5 products of ANSYS to thermal analysis as
shown in Figure 7, which can be classified into ANSY'S/
Multiphysics, ANSYS/Mechanical, ANSYS/Thermal,
ANSYS/FLOTRAN and ANSYS/ED.

Mechanical ANSYS Thermal
Analysis Products

==

FIGURE 7 ANSYS thermal analysis products

The heat balance equilibrium equation of thermal
analysis in ANSYS is based on the principle of energy. In
calculating, the temperature of each node is calculated,
and then other thermal physical parameters are exported.
and export the finite element method to calculate. It can
figure out the problems of heat conduction, convection
and radiation. In addition, the problems of phase
transition, inner heat source and the thermal contact
resistance also can be analysed [17-19].

The thermal analysis in ANSYS can be classified into
steady heat transfer analysis and transient heat transfer
analysis. The steady heat transfer is that the thermal field
does not change with time, and the transient heat transfer
is that the thermal field changes significantly with time.

The temperature analysis of the intake tower during
the construction and impounding periods involves aspects
of the thermal field and thermal stress. The calculation
must deal with the problems of simulation of layered
construction, dynamic boundary conditions, hydration
heat, dynamic elasticity modulus, autogenous volume
deformation of concrete and thermal creep stress, which
are difficult to simulate directly in ANSYS. APDL is a
scripting language based on the style of parametric
variables. It is used to reduce a large amount of repetitive
work in analysis [20-22]. This study carried out a
simulation analysis of the thermal field considering
nearly all conditions of construction, using the birth-death
element and programming with APDL.
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Killing the elements is not removing the element from
the model, but reducing its stiffness by multiplying a
small factor with its stiffness matrix. At the same time,
the element loads, strains, mass, damp, specific heat and
other similar parameters of the dead element are set to
zero, which are not included in the results. As the same
process as above, the activated element is not added to
the model, but to re-activate it, then the stiffness, mass
and other parameters return to the original values. All
elements must be generated in PREP7, including to the
dead elements which will be activated later, because the
elements cannot be generated in equation solver. In
analysis, all elements are killed at the beginning and the
elements, which are needed to analyse are re-activated
later.

The commands of setting birth-death element by
APDL are written as,

ESEL, ...! Selecting the elements which will be killed

EKILL, ...! Killing the elements

ESEL,... !Selecting the elements which will be
activated

EALIVE, ...! Activating the elements

It can be used the loop commands to realize the
layered construction of concrete, which solves the
problem of simulating difficultly in GUI interface of
ANSYS. The loop commands are written as,

*DO, Par, IVAL, FVAL, INC

Commands section

*ENDDO

The written commands can be saved in text file.
Using the command “/INPUT, ‘file name’, 'txt', 'saving
path' ” or choosing “File—read input from...” in the GUI
interface, and importing the text file with commands,
which realize the simulation of construction progress
conveniently.

The life and death of element functions are realized
by modifying the stiffness. When the element was
"killed", the stiffness matrix of which is not removed, but
its values reduced to a minimum. The stiffness of killed
elements multiplied by a tiny reduction factor (default is
1le-6), and the values of the stiffness is not zero to prevent
matrix singularity.

3.1 ANALYSIS OF THERMAL FIELD OF INTAKE
TOWER
3.1.1 Unsteady thermal field analysis

Many factors such as the effect of hydration heat of
cement, air temperature and water temperature cause the
temperature of concrete changes. This is a heat
conduction problem of internal heat sources in the area.
The unsteady thermal field is written as [23]:

0T 0°T o°T
+ + +
aXZ ay2 az 2

a_4
ot cp

20
ot '

)
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where 7 is the age of concrete, C is the specific heat of
concrete, p is the density of concrete, A is the thermal
conductivity of concrete, and 6 is the adiabatic
temperature rise of concrete.

For the three-dimension unsteady thermal field, the

functional form 1°(T) is:

o (7 (5]
(552 r o g7 o

where AR is a subfield of unit e, the thermal diffusivity

B
cp'
is the area on surface D, which is only in boundary units,

and T, is the air temperature.

O]

a :i, B = B is the exothermic coefficient, AD
Cp

3.1.2 Initial and boundary conditions

In analysis, the calculated initial temperature of concrete
is 10 °C.

The index formula of hydration heat of cement is
written as [24-25]:

Q(t)=71610[1—exp(-0.36t) |, ®)

where U is the pouring time, and Q is the hydration heat.
The relation between Q and 6 is written as:

00

_:2_ (4)
or cp

The boundary conditions involve the laws of

interaction between concrete and the surrounding
medium. When concrete is exposed to the water, the
boundary condition is:
T(n)=1(2). ®)

When concrete is exposed to the air, the boundary
condition is:

oT

—z(%j:/m 1), ©)

where n is the normal direction. Both T, and g are

constants or variables.
The steel formworks and straws are used as the
insulation materials during the maintenance period, and
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coefficients of  which  are
and  10kJ/(m*ehe'C)

the exothermic
45kJ /(m2 ehe c)

respectively.
The air temperature variation formula is written as:

T=261- 25.1cos[i(t —79)} . @
284

The air temperature formula during impounding
period is written as:

T=15.8+11.9x cos[z x (t — 281)/180] . (8)

After impounding finished, the following formulas are
given to describe the water temperature variation of
different height:

Height from 89m to 107m, T7=18'C;
Height from 107m to 110m;

T=18+2xcos[7 x (t — 281)/180] . ©)
Height from 110m to 112m;
T=18+3xcos[ x (t — 281)/180] . (10)
Height from 112m to 113m,
T=18+5x cos[ x (t — 281)/180] . (11)

3.2 THERMAL FIELD ANALYSIS IN ANSYS

Table 2 shows the construction scheme of layered
construction. A layer is not poured until the former layer
is poured. The pouring days in Table 2 are all the total
days of construction for each layer.

TABLE 2 Construction scheme

Construction ~ Pouring Construction Pouring
elevation (m) day (d) elevation (m) day (d)
86.5-89.0 1-25 103.0-108.0 122-152
89.0-95.0 26-50 108.0-114.0 153-179
95.0-96.8 51-89 114.0-120.0 180-201
96.8-103.0 90-121 120.0-121.0 202-221

In analysis, the simulation of layered construction and
impounding is settled conveniently by function of the
birth-death element and secondary development with
APDL (ANSYS parametric design language).

The coordinates and maximum temperatures of
feature points in every layer are given in Table 3, and the
temperature curves are shown in Figure 8.
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TABLE 3 Coordinates and maximum temperature of feature points

Feature -
point X y z  height Maximum
temperature (°C)
number
2 74 6.0 10 925 24.268
3 8.4 99 50 964 24.353
4 16.4 50 1025 25.743
5 84 200 5.0 1065 24.346
6 164 250 80 1115 26.611
7 1.0 300 20 1165 29.224
8 84 345 50 1210 29.934
— Nodetemp 2
Nodetemp 3
Nodetemp 4
— Nodetemp 5
Nodetemp 6
— Nodetemp 7 40
— Nodetemp 8 26
— Nodetemp 9
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FIGURE 8 Maximum temperature curves

In Figure 8, the curves from Nodetemp 2 to
Nodetemp 8 express temperature variation of feature
points from 2 to 8, and the curve of Nodetemp 9 is the air
temperature curve. It is shown that the maximum
temperature occurs on the 3rd or 4th day after pouring
and decreases with time. Feature point 4, the coordinates
of which are (16.4, 16.0, 5.0), shows the maximum
temperature difference of 23.534°C. Feature point 8
shows the maximum temperature rise during the
construction period, and the maximum temperature of
which is 29.934 °C, occurring on the 206th day of the
total construction period.

The impounding commenced immediately after the
construction of the intake tower, which lasted for 16
days, and the calculating lasted for 170 days. In
particular, the reservoir elevation started from 84.0m and
finished at 108.0m, at the rate of approximately 1.5m per
day. The feature points are selected in every layer above
the base plate. The maximum temperatures and the
temperature curves are given in Table 4 and Figure 9,
respectively.

Figure 9 shows that the maximum temperature of
each layer occurs on the 60th day after impounding, and
then the temperature decreases with time. In Figure 6, the
numbers of feature points from 2 to 7 are corresponding
to their maximum temperature curves from Nodetemp 2
to Nodetemp 7, and the curve of Nodetemp 8 is the air
temperature curve. Feature point 6, the coordinates of
which are (5.0, 26.0, 24.0), the maximum temperature of
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which underwater is 24.413 °C, occurring on the 285th
day of the total construction and impounding periods.

TABLE 4 Coordinates and maximum temperature of feature points

Feature Maximum
point X y z height temperature (°C)
number P
2 5.0 2.0 23.0 88.5 18.979
3 1.0 7.0 23.0 93.5 18.145
4 100 1504 7.632 10154 22.221
5 5.0 24.0 8.632 110.5 23.729
6 5.0 26.0 24.0 1125 24.413
7 50 345 17632 1210 27.698
8 Air temperature variation curve
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FIGURE 9 Maximum temperature curves

4 Analysis of thermal stress of intake tower

Expansion or contraction of the structure occurs along
with heating and cooling. The thermal stress occurs when
the expansion or contraction is limited. In this paper, the
temperature of nodes was applied to the structure as a
body load after the analysis of the thermal field.

4.1 SELECTION OF CALCULATING PARAMETERS

The parameters of concrete are given in Table 5.

TABLE 5 Parameters of concrete

. Density Coefficient of linear Poisson
Material (kg/m?®) expansion (1/°C) ratio
Concrete 24475 9x10® 0.167

The elasticity modulus is written as:
E, =3.6x10° [1—exp(—o.40t°-34 )] . (12)

The creep effect is considered in analysis of
temperature stress, and the formula of the creep degree is
written as:
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C=[023(1+9.2t°%)(1-€ )+0.52(1+1.17t %)

x(1-e") |x10™ /3.60 @)

The creep degree is influenced by the cement type,
water-cement ratio and admixture, where t, =-0.3(t-3)

and t, =—0.005(t—3). When t <-80, we consider
f, =-80; and when t, <-80, we consider t, =-80.

Considering the creep degree, the formula of the
elasticity modulus is adjusted to be,

E=E, /(1+CE,). (14)

4.2 THERMAL STRESS ANALYSIS IN ANSYS

ANSYS software provides the following two methods of
thermal stress analysis,

(i) The indirect method. Thermal field analysis is
constructed first, and then the node temperature is applied
to the structure as a body load.

(if) The direct method. The results of thermal field
and thermal stress are gained by using coupling elements
with both temperature and displacement degree of
freedom.

In this paper, the thermal field and thermal stress
analyses during the construction and impounding periods
belongs to the conditions that temperature of nodes are
unknown and thermal and structural coupling is
unidirectional, so the first method which is the indirect
method is selected in analysis.

The coordinates of feature points in thermal stress
analysis were same as those in thermal field analysis.
Table 6 shows the maximum thermal stress of each point.
Feature point 9 is the point with the maximum thermal
stress.

TABLE 6 Maximum thermal stress of feature points

Feature Maximum Feature point Maximum
point thermal stress number thermal stress
number (MPa) (MPa)
2 0.25 6 0.17
3 0.26 7 0.13
4 0.38 8 0.14
5 0.37 9 1.68

The thermal stress curves of feature points are shown
in Figure 10.

In Figure 10, the curves from S1 2 to S1_9 express
the maximum stress variation of feature points from 2 to
9, and the S1_10 curve is the ultimate tensile stress of
concrete. The formula of concrete’s ultimate tensile stress
is written as,

o, =0.232x10° {33.5[1+0.2xIn (t/zg)]}g . (15)
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FIGURE 10 Maximum stress curves

The maximum thermal stress occurs on 90" day of the
construction period on feature point 9, which is located at
the interface between the third layer and the fourth layer,
and the value of which is 1.68 MPa. It is known that the
thermal stress increases with the temperature difference.
Thus, it is postulated that the maximum thermal stress is
caused by the instantancous temperature difference
between two layers in the pouring period. It is known that
the maximum thermal stress of each point during the
construction period is less than the ultimate tensile stress
of concrete from Figure 10.

The maximum thermal stress of each point during
impounding period is shown in Table 7. Feature point 6,
the coordinates of which are (5.0, 26.0, 24.0), is the point
with the maximum thermal stress.

TABLE 7 Maximum thermal stress of feature points

Feature Maximum - Maximum
point thermal stress Featurebpomt thermal
number (MPa) number stress (MPa)
2 - 5 0.22
3 0.10 6 0.26
4 0.12 7 0.23

The thermal stress curves of feature points are shown
in Figure 11.
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FIGURE 11 Maximum stress curves

In Figure 11, the numbers of feature points from 2 to
7 are corresponding to their maximum stress curves from
S1 2 to S1_7. The figures and table show that the

Stress(MPa)
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maximum thermal stress of the intake tower is 0.26 MPa,
occurring on the 18th day of the impounding period, and
the maximum thermal stress of each point in the intake
tower during the impounding period is less than the
ultimate tensile stress of concrete.

5 Conclusions

(i) In this paper, the method of modelling in three-
dimension CAD software SolidWorks and the interface
processing between SolidWorks and the ANSY'S code are
discussed, which realizes an effective combination of the
advantages of both SolidWorks and ANSYS.

(ii) The thermal field and thermal stress during the
construction and impounding periods, considering multi
factors such as layered construction and impounding,
hydration heat, dynamic elasticity modulus, autogenous
volume deformation and creep of concrete, are
conveniently obtained by birth-death element and
secondary development with APDL.
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(iii) It is known that the temperature rises rapidly in
the early stage of construction, and reaches a maximum
value of 29.934 °C on the 3rd or 4th day after pouring.
The maximum temperature during impounding period is
24.413 °C, occurring on the early stage of impounding.
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instantaneous temperature difference. The values of
maximum thermal stress of construction and impounding
are 1.68 MPa and 0.26 MPa, which are both less than the
ultimate tensile stress of concrete.
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Abstract

Including wind-PV-ES (Wind/Photovoltaic/Energy storage) hybrid power generation system into the scheduling system of grid is the
development tendency of safe grid-connection and operation of large wind-PV-ES hybrid power generation system. To solve the
active power control problems in hybrid power generation system, this paper analyzes genetic algorithm and quantum genetic
algorithm, and also analyzes the importance of energy storing devices in scheduling. Based on this, an optimization model of active
power in wind-PV-ES is established. With the expectation of power output fluctuation of the power generation system as the
objective function, the optimal scheduling scheme for the model is sought through genetic algorithm and quantum genetic algorithm
respectively. The results of Matlab experiment show that the optimal scheduling scheme obtained by means of quantum genetic
algorithm is superior to the scheduling scheme obtained by means of traditional genetic algorithm.

Keywords: Hybrid power generation system, Power control, Genetic algorithm, Quantum genetic algorithm

1 Introduction

With the developing of industry in modern times, energy
problems have become a puzzle challenging the
economic development of all countries in the world. As
traditional energies are limited, for instance, petroleum
and coal resources, in addition, traditional energies may
bring unrecoverable damages to the environment,
therefore, the development strategy of ‘“Vigorously
developing hydropower, optimally developing thermal
power, actively developing nuclear power, and
industriously to developing new energies” has been
recognized by all countries in the world in recent years
[1].

As a technically mature renewable energy power
generation, hydropower is an important measure to
guarantee energy supply. With the advantages of
renewability, low operation expenses, being clean and
environmental-friendly, strong ability in peak-load
shaving and frequency modulation and the ability of
restoring biological environment etc., more and more
attention has been paid to hydropower. The construction
of hydropower stations has taken shape in China. By far,
over 170 hydropower stations have been built in 12
hydropower bases in upper and middle reaches of the
Yellow River and Wujiang in China [2]. See Table 1 for
the conditions of hydropower stations.

" Corresponding author e-mail: yinwcq@163.com
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TABLE 1 Construction conditions of hydropower stations in China

Total Annual
) storage Normal Inst_alled energy
Reservoir water capacity (ten output
(hundred level thousand kw) (hundred
millionm3)  '€vel (M) nu
million kw)
The Three 393 175 1820 847
Gorges
The Gezhou 158 66 2715 157
Dam
Ertan 58 1200 3300 170
Gongzui 3.1 48 70 34.18
Liyuan 7.27 1618 240 97.53
Ahai 8.82 1504 200 88.77
Guanyinyan 20.72 1134 300 122.4
Wudongde 76 975 870 387
Baihetan 188 820 1200 515
Xiluodu 126.7 600 1386 571.2
Xiangjiaba 51.63 380 640 307.47
Shuibuya 45.8 400 1600 39.2
Gaobazhou 43 80 25.2 8.98
Geheyan 34 200 120 30.4
Longyangxia 247 2600 128 23.6
Lijiaxia 16.5 2180 200 59
Liujiaxia 57 1735 122.5 55.8
Yanguoxia 2.2 1619 45.2 224
Wanjiazhai 8.96 977 108 275
Tiangiao 0.67 834 12.8 6.07
Liujiaxia 57 1735 122.5 55.8
Xiaolangdi 126.5 275 180 51

Xiaolangdi 126.5

See Figure 1 for the typical diagram of hydropower
station.
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FIGURE 1 Typical diagram of hydropower station

The output power ability of a hydropower station is
affected by the total storage, water level, installed
capacity and the quantity of generator sets etc., therefore,
the generated energy of a hydropower station is generally
nonlinear. Figure 2 shows the power generating condition
of a hydropower station in one year.

FIDURE 2 Diagram of the output of a hydropower station

Being affected by the said various factors, it is
difficult for hydropower cater to the terminal demand
during peak electricity demand period. Considering the
actual problems, this paper mainly discusses multi-energy
complementary power generation under the condition
when hydropower cannot cater to the users’ terminal
demand under ideal status. At this moment, the output of

the hydropower station can be deemed as a constant value.

Among various renewable energies, solar energy and
wind energy have been widely utilized, and they have
been both used for power generation. However, both
solar energy and wind energy are featured by low energy
density and instability etc., therefore, using solar power
generation or wind power generation alone cannot
provide stable power supply output. Traditional
processing method is to add energy storing devices
additionally; however, the effects of such practice
generally increases the equipment input of the power
plants. In view of the complementary characteristics of
the power supplies, the optimal scheduling scheme can be
obtained through corresponding algorithms. The output
of electric energy of wind-solar hybrid power generation
can be perfected by scheduling the charging and
discharging time of the energy storing devices every day,
S0 as to enable wind-solar hybrid power generation to
provide stable and reliable electric energy like traditional
thermal power generation [3].
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Each evolutionary algorithm has its own advantages

and disadvantages. To make multiple intelligence
algorithms  complement each other's advantages,
integrating  different  algorithms  for intelligent

optimization by following the thought of “optimal
combination” is an important research direction [4]. In
this paper, quantum genetic algorithm (QGA) and
guantum-behaved particle swarm algorithm are adopted
by integrating quantum genetic algorithm and quantum-
behaved particle swarm algorithm, and comparing the
results obtained by means of the new algorithm with the
results obtained by means of traditional algorithms.

2 Introduction to the algorithms

Genetic algorithm is a random search algorithm deduced
by simulating biological evolutionism (the principle of
survival of the fittest in natural selection, i.e., selecting
the superior and eliminating the inferior) in biology. It
adopts a probabilistic method, which can quickly acquire
the optimal space, and adjust the searching direction
automatically without presetting the searching rules. This
technology has been widely applied to sectors such as
solving combination optimization solution, artificial
intelligence, digital processing and machine learning etc.
Quantum genetic algorithm is the product of the
combination of quantum computation and genetic
algorithm. This algorithm makes all the individuals in the
space form an independent sub-swarm according to
certain rules, and traverses each individual by coding;
then it evolves each individual by means of quantum
rotating gate method and dynamic adjusting rotation
angle, with each individual subject to independent
evolution, thus obtaining the optimal individual [5, 6].

2.1 GENETIC ALGORITHM

Genetic algorithm can be simply narrated as problems
that the genes in organisms seek the most dynamic
chromosome. Like the nature, for the answer designated
by the configuration, what genetic algorithm needs to do
is to obtain the daughter chromosome with better viability
through genetic algorithm [7]. In this algorithm, firstly,
some number codes (i.e. chromosome) of the target
problem are produced randomly, and these number codes
shall be defined as the first generation population. Fitness
assessment shall be carried out on each individual with
the preset fitness function, in which the individuals with
poor fitness shall be weeded out and the individuals with
good fitness shall be selected for offspring inheritance.
The inherited individuals shall form a new population
which becomes the second generation population, and the
third, the fourth generation subject to inheritance.

Steps of algorithm:

Step 1: Initialization. Setting the size of the first
generation population n, generally, n is between 30 and
60, and randomly producing an individual set P;
(i=1,2,3...n) as the first generation population; set the
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maximum genetic algebra M.

Step 2: Selecting individuals. It is also known as
individual assessment stage, i.e., carrying out fitness
assessment on the individuals respectively with fitness
function to select the individuals with good fitness and
weed out those with poor fitness. Fitness function is f
(also known as objective function), then f (P;) is the
fitness of individual P;.

_1(R)

>(P)

If Pi is selected, Formula 1 shall be used to calculate
Pi’s inheritance frequency in the next generation. As
known from (1), when f(P;) is large, its inheritance
frequency in the next generation will be large; when f(P;)
is small, its inheritance frequency in the next generation
will be small; that is to say, the factor determining the
inheritance frequency in the next generation lies in the
fitness of the population where the individual is in.

Step 3: Crossover operation. This algorithm is similar
to the biological hybridization in the nature, the process
where the two parent generations conduct genic
hybridization and recombination to produce the filial
generation. Crossover operation is the core of genetic
algorithm as well as the main way to produce the filial
generation. Firstly, randomly select the same positions of
two individuals in the parent generation to hybridize them
in line with crossover probability. This method can be
simply interpreted by the following individuals. There are
two individuals S1 and S2, where S1=111000,
S$2=000111. According to the hybridizing rule, the two
parent generations reciprocal interchange half of their
information to recreate the filial generation S1=000000
and S2=111111.

Step 4: Mutation operation. According to the mutation
principle of biology, this is the process during which
mutation is conducted on local information of individuals
in the parent generation with small probability event, and
the mutant is passed onto the next generation through
mutation operation.

For instance, for individual in parent generation
S$=11111, mutant of parent generation S=100111 can be
obtained through mutation 2 and 3, and the mutant is
passed on to the next generation as the new parent
generation through cross operation.

A next generation population can be obtained through
step 2, step 3 and step 4.

Step 5: Judgment termination condition. In case the
fitness of the optimal individuals surpasses the threshold
value given in advance, then inheritance shall stop. In
case the fitness of the optimal individuals is still larger
than the given threshold value, then the operations in step
2, step 3 and step 4 shall be continued, until meeting the
maximum genetic algebra or being larger than the given
threshold value.

e(R) 1)
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2.2 QUANTUM GENETIC ALGORITHM

Step I: Population initialization. According to formula

cos(til) cos(tiz)
izsmgp sin(t, )

cos(tin)
sin(t. ) @)
in
The first generation population shall be formed by the
n chromosomes produced randomly. Set the change value
of the step length of initial rotation angle as &, and set

the probability of mutant chromosomes in each
generation as mutation probability pm.
Step 2: Solving spatial alternations. Map the

approximate solution represented by each chromosome to
continuous optimization problem equation by means of
unit space 1,=[-1,1]"

min f(X) = f(X,,X,,...,X )
{ xl 2 n (3)

st.a <X sbi;i =12,...n

Solve space 2, and calculate the fitness of each
chromosome according to formula

fitg=C_ ~f(%. (4)

Record the optimal solution of the very generation as
XO’ record the chromosome individual set of the very
generation as f)o. Record the optimal solution of the
0" Record the chromosome
individual set of the previous generation as Pg - If fit

previous generation as X

(%) > fit (x,), then Pp = po; if fit (x,) <= fit (x,),
then Po = Py

Step 3: for each quantum bit on each chromosome in
the population, set the corresponding quantum bit in po as
the target, determine the size of the rotation angle in line
with Formula (2) according to the rotation angle
orientation, and update the quantum bit by means of the
guantum rotating gate.

Step 4: carry out mutation on each chromosome in the
population according to mutation probability by means of
guantum negation gate.

Step 5: Return to Step 2 for circulative calculation
until meeting the condition of convergence or the algebra
reaches the maximum limitation [8, 9].

3 Researches on the optimal scheduling of Wind-PV-
ES power generation system

The basic requirement of electrical power system is safe
and reliable, economical and practical as well as superior
quality of wvoltage. The requirement of economic
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development on electrical power system increases year by
year, meanwhile, electrical power system also sees earth-
shaking changes year by year. Apart from traditional
thermal power generation, a group of emerging
operational modes of electrical power system are growing
up gradually. Meanwhile, some new problems also occur
accordingly [10]: environmental destruction problems are
still unsolved, the users’ electricity demand surpasses the
transmission capacity of the grid, the users’ requirement
on the voltage quality of the grid is increasingly high,
disturbance problem of the huge grid is increasing
prominent, the maximum capacitance of the system
turnaround cannot cater to the users’ high load electricity
demand, the wusers’ technology for electric energy
management lags behind etc.

At the beginning of this century, the US became the
first to suffer from electricity shortage. The demand of
users in some regions surpassed the generating capacity
of power plants, which led to repeatedly power failure in
those regions. After that, many countries in the world
suffered from the problem of short supply of power plants
to some different extents. China has seen power rationing
phenomenon in many regions for many consecutive years
since 2002, power shortage is particularly serious in those
first-tier cities such as Beijing, Shanghai and Guangzhou
etc. in summer. Electrical power system lags behind the
users’ electricity demand in respect of transmission
capacity and system scheduling link. Moreover, this
contradiction will continuously exert an influence
worldwide in a long period, which will bring a long-term
challenge for the operation of electrical power system
[11].

Currently, electrical power system lacks of efficient
compensation method and device for active power, while
traditional method is to use standby generators, which has
slow response speed. In electrical power system, in case
of system failure, the standby generators cannot make
corresponding change quickly enough, therefore, the
stability of electrical power system cannot be guaranteed.
Serious system failure may break down the electrical
power system.

Energy storage technology is a kind of technology
applied in electrical power system in early stage. This
technology can solve the problem of unbalanced power
supply of the grid to some extent. Currently, the main
functions of energy storage technology in electrical
power system include increasing the stability of electrical
power system, improving power supply quality and
voltage peak-load shaving etc.

The working principle of energy storing device is
when the electrical load of the users are low, the energy
storing device can charge as the load, and when the
electrical load of the users are at the peak, the energy
storing device can work as the power generating means
[12]. This method can reduce the power consumption in
electrical grid, and play the role of load shifting for the
voltage in the grid, thus satisfy the stable work of the
electrical power system. In addition, compared with
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diesel generators, energy storing device is provided with
the advantages of low electricity cost and fast response
speed etc. [13].

4 Probability distribution of the output by wind power,
photovoltaic power and energy storage system

4.1 PROBABILITY DISTRIBUTION OF THE
OUTPUT BY WIND GENERATOR UNITS

The data in literature [14] indicates that the variation of
wind speed with time can meet Rayleigh distribution:

2
v v
f(V) == exp(-——), )
o 20
w w
1
where o= (%j 2y , is the distribution parameter, v is

the speed at a certain moment.
The generating power of wind generator units is as
shown in Figure 3.

A

Below rated value Above rated value

Pw

Wind spaed m/s)

FIGURE 3 The generating power of wind generator units

The expression of the model that the wind generators
units convert wind power is:

0 0<v(t)<v, or v(t)=v,,
P, =qav(t)+b v, Sv(t)<v, , (6)
P,r v, Sv(t) <v,,
where
a= Pwr , (7)
Ve =V
b=-av,. ©))

In the expression: v, is for cut-in wind speed, v, is
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for rated wind speed, v, is for cut-out wind speed, and The expectancy value of the output power of the wind

it
is for the rated pow;ur. generator units E(Ry) and second order origin moment.

wr

v2 v2 v V. v2 v2
E(P )=a|—v_exp(- or 5) £V, exp(- i )+\/ 7o { [—r]—db[iﬁ —b| exp(——=-) —exp(-—CL)
w r o 2 2

o
ZO'W ZUW W ZGW ZGW 9)
Vout Ve
P [ exp(——2U) —exp(——T)
wr 20'2 20'2
W w
2 2 2 2 2 2 V2.
E(Ry )— 2a“o, C|2 +1 exp(— ) M +1 2 +2ab|— 2)+\/ exp(— C|2 L+
20 O'W 20'W 20 20 200 (10)
. v v2 v2
\/Znaw[d)(vij—@[mjﬂ b2| exp(— #) —exp(— L) PW exp(— L) —exp(— 4)
ow ow ZO'W ZO'W ZGW ZGW

In the expression: @y is standard normal distribution  where, Psmax(t) indicates the maximum power output

function. _ every day, the maximum power output of the photovoltaic
Therefore, the variance of the output power of the POWer generator units Psmay(t) is:

wind generator units can be easily obtained as follow:

DR, (1)) = E(P2() — E*(R, 1)) - () Pmax(t)max(t)Ar. (15)

4.2 PROBABILITY DISTRIBUTION OF THE To sum up, the expectation of the output power of

DISPOSAL BY PHOTOVOLTAIC POWER photovoltaic power generator units E(Ps(t)) is
SYSTEM
E(Ps(t))=—2=Ps max(t
The experimental data in literature [16] indicates that the (Ps( ))_a+ﬁ smax (1) (16)

change of solar illumination intensity with time can meet
Beta distribution:

N r a-1 r L1
O] ] 02

H(a)r(p max (t)

The second order origin moment of the output power
of photovoltaic power generator units E(Psz(t)) is:

(0] o o) an

where r(t) is for the solar illumination intensity at t;

max(t) is the maximum solar illumination intensity ) )
every day; TO is Gamma function, o and B are shape Thus, the variance of the output power of photovoltaic

parameters of Beta distribution. power generator units D(Ps(t)) is:
Where the transient output power of photovoltaic
power generator units at t is:

Ps(t)=r(t)Ay, (13)

D( Ps(t))zwﬁ);(iwpszmax(t) : (18)

) ) ) o ) 5 Model of energy storing device
where, 7 is for photoelectric conversion efficiency (which

is related to time point and the making technology of 51 OBJECTIVE FUNCTION
solar power generation panels); A is for the total area of

solar power generation array [17]. _ While ignoring the power consumption in power grid
The density function of photovoltaic output power is:  transmission (or attribute this part of energy consumption
to power consumption at client side), the users’ service
. (a+,6')( P(t) 06—1. . P(t) p-1 (19) power o_f the electrical power system dl_Jring t time
(Ps(1))= (a)I(p )k ax () t) ' interval is P (t), the output power of the wind generator
units is Ry(t), the output power of photovoltaic power

Ps max (

40
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generator units is Ps(t), the sum of the powers in t time
interval is recorded as power output fluctuation P(t):
P(t)=RL(t)-Rs(t)-Ru(t)-Fe(t). (19)
when the system energy storing device charges, Pu(t)
will be a negative value; when the energy storing device
discharges, Ps(t) will be a positive value [19,20].

Assume N times of scheduling shall be carried out for
the system, then the average value of power output
fluctuation due to system scheduling is:

2
minF (P(t)) = E{lethl(P(t)_ Py jz} _ EthTﬂPZ (t)_(%z{zlp(t)j 1
where
E(pZ(t)) -g2 (pL (t)-Pg (1) =Ry (1)-P, (t)) :(Pl (t)-P,(1)

2(PI (t)-P, (t))2 (E(PS (t))+ E(PW (t)))+ 2E(

e2(sT 4R (02T, O(Rs ()L E (s 1) (23)

E2(sTaRw ()51 DR (O} (T4 E(RY () (24)

Substitute (22), (23), (24) in to expression (21), the
objective function of the model can be obtained.

5.2 CONSTRAINT CONDITION
5.2.1 Installed capacity of the energy storing device

The electrical energy stored by the energy storing device
cannot exceed the upper and lower limits of the capacity

EESmin g EES(t) < EESmax.

In the expression, EES(t) is the electrical energy
stored in the energy storing device at the end of t time
interval; EESmax and EESmin are the upper and lower
limits of energy storage [21].

5.2.2 Constraint of the charge-discharge power of energy
storing device

The charge-discharge power of energy storing device
must be less than the maximum discharge power of the
energy storing device, i.e. |PRES(t)| <PESmax.

In the expression, PESmax is the maximum high charge
and discharge power of the energy storing device.
5.2.3 Constraint of energy balance

EES(t)=EES(t-1)- PRES(t)- A t.
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1
Pavg = 2{_1P(1). (20)

Through the above-mentioned analysis, the
expectation of the power output fluctuation during the
time interval of N times of scheduling everyday can be
set as the objective function, and its function expression
is:

(P 0) e () e

+E(PW2(t))+E( . (t))— o

=)

S R

w

(V)E(Ry ().

In the expression, EES(t), EES(t-1) indicate the
energy state of the energy storing device at the end of t
and (t-1) moment respectively; the difference between the
two indicates the energy discharged or absorbed during t
time interval; PRES(t) stays unchanged in t time interval.

5.2.4 The energy in the energy storing device stays
unchanged in the first and last time interval in one
period

EES(t)=EES(0).

In the expression, EES(0) indicates the initial energy
state, EES(t) indicates the energy state at T moment [19,
21].

6 Calculation examples and simulation results

Take an example of the wind-solar independent hybrid
power generation system installed in a company
domestically to optimize its energy storing. According to
the above-mentioned design, the experimental data
needed include: average sunshine data per hour every day
at the installation site, see Table 2 for detailed data; the
data of the average wind speed per hour in a day, see
Table 3 for detailed data; the electricity utility condition
at remote end, see Table 4 for the detailed data.
Parameters of wind generator units: cut-in wind speed
v, is 4m/s, cut-out wind speed v, is 24 m/s, rated wind

out
speed v, is 14 m/s, rated power P, is 200MW.

Parameters of photovoltaic power generation system:
total area of solar array 3x10®° m2, photoelectric
conversion efficiency 7 is 15%.
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TABLE 2 Relative parameters of solar illumination intensity

Yin Wenliang, Xiang Maoqing

Time interval 7 8 9 10 11 12 13 14 15 16 17 18 19
Maximum solar
illumination intensity 3 15 41 53 68 86 89 79 74 58 46 12 2
(W/m?)
TABLE 3 Parameters of wind speed change
Time (h) 1 2 3 4 5 6 7 8 9 10 1 12
Wind speed (m/s) 20 15 14 8 10 14 15 16 16 7 8 10
Time (h) 13 14 15 16 17 18 19 20 21 22 23 24
Wind speed (m/s) 9 18 20 16 18 17 15 18 16 18 21 22
TABLE 4 Load parameters
Time (h) 1 2 3 4 5 6 7 8 9 10 11 12
Load (MW) 925 880 800 715 710 825 960 1075 1100 1125 1165 1225
Time (h) 13 14 15 16 17 18 19 20 21 22 23 24
Load (MW) 1200 1050 975 960 950 1025 1150 1150 1215 1150 970 935

6.1 RESULTS OF GENETIC ALGORITHM
OPTIMIZATION

Parameters of genetic algorithm: take the population size
as 200, crossover probability as 0.8, mutation probability
as 0.1, evolution algebra as the 500th algebra, the
variable number as 24, which represent the charge and
discharge condition of the energy storing device per hour
in the 24 hours every day. According to the said model,
the following changing condition of objective function
with the evolution algebra shall be obtained, which is as
shown in Figure 4. The optimal charge and discharge
time is as shown in Figure 5.
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FIGURE 4 The changing condition of objective function value obtained
by means of genetic algorithm
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FIGURE 5 The optimal charge and discharge time obtained by means of
genetic algorithm optimization

The final objective function value is converged to
1.8305 X 104

6.2 RESULTS OF QUANTUM GENETIC
ALGORITHM OPTIMIZATION

Parameters of quantum genetic algorithm: take the
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population size as 200, rotation angle length as 0.001r,
evolution algebra as the 500th algebra, the variable
number as 24, which represent the charge and discharge
condition of the energy storing device per hour in the 24
hours every day. According to the previous discussion,
the following changing condition of objective function
with the evolution algebra shall be obtained, which is as
shown in Figure 6. The optimal charge and discharge
time is as shown in Figure 7.
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FIGURE 6 The changing condition of objective function of by means of
guantum genetic algorithm
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FIGURE 7 The optimal charge and discharge time value obtained by
means of quantum genetic algorithm

The final objective function value is converged to
1.2424 X 104,

The results show that, reasonably arranging the charge
and discharge time of the energy storing device can
minimize the fluctuation of the system, thus making the
system more stable. In the model established in this paper,
its’ obvious that quantum genetic algorithm is superior to
genetic algorithm, with the optimization results obtained
by quantum genetic algorithm more reasonable. This
indicates that quantum genetic algorithm has broad
application prospect and efficient optimization efficiency.
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7 Conclusions and prospect

The model constructed in this paper takes into
consideration the complementary characteristics among
the power generations systems, and obtains the optimal
scheduling scheme by means of genetic algorithm and
optimized genetic algorithm. Reasonable charge and
discharge for the energy storing device can effectively
improve and even solve the deficiencies in respect of
power generation by renewable resources, which can
effectively improve the stability of the system’s output
voltage. In the model constructed in this paper, the
assumption is wind speed subject to Rayleigh distribution
and solar illumination intensity subject to Beta
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Abstract

On the basis of the Chinese Visible Human Dataset (CVHD), a three-dimensional human finite element model that includes skin,
muscle, bone, the lungs, the heart and the vascular trunk was developed. In the LS-DYNA software environment, a numerical
simulation of the blunt ballistic impact, which was caused by a 5.56-mm rifle bullet moving with the speed of 910 m/s toward a
human torso wearing a composite body armor vest, was performed, and the stress and pressure response of the cardiovascular system
were calculated. The simulation results demonstrated that the blunt ballistic impact introduced a high-frequency pressure response on
the chambers of heart, which was characterized by a high amplitude and short duration. The peak values of the pressure waves,
measured at the ascending aorta and superior vena cava ports, were 659.3 kPa and 542.8 kPa respectively, which suggested that the
blunt ballistic impact on the chest would result in injury to distant target organs through the cardiovascular system. The
computational results of this model can provide a basis for predictions of heart injuries, in-depth studies of the mechanical
mechanism of cardiovascular injuries to blunt ballistic impacts and further improvements in protective equipment.

Key words: blunt ballistic impact, cardiovascular system, dynamic response, finite element analysis

1 Introduction

In regional conflicts and violent terrorist attacks, gunshot
wounds are one of the main threats. Use of body armor
can effectively reduce the occurrence of penetrating
wounds, but the blunt ballistic impact generated from
body armor after it is hit by a bullet can still possibly
cause damage to human tissues and organs [1]. The
cardiovascular system is often an important target of
blunt impacts. In an accident investigation in 2001, Siegel
discovered that whether cardiac trauma occurred after the
blunt impact to the chest was an important determinant of
survival [2]. The cardiovascular system injuries caused
by the blunt ballistic impact are very frequent in various
types of military activities, but the injury mechanism,
especially as to the biomechanical mechanism, is still
unclear. Currently, physical models [3], animal
experiments [4, 5], corpse tests [6, 7] and digital
simulation models [8,9] are used for studying the
dynamic response of blunt impact to the chest. Some
researchers have performed finite element analyses of
aortic rupture caused by blunt impacts [8]. However, the
heart is treated as a single homogeneous medium in most
studies, and this treatment is not sufficient for calculating
the actual dynamic response of the cardiovascular system
to the blunt ballistic impact. Until now, a general finite
element simulation of the cardiovascular system’s
response to the blunt ballistic impact has not been
reported. In this paper, a human torso finite element
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model, based on CVHD, to perform the numerical
simulation of the dynamic response to the impact of a
5.56-mm rifle bullet on body armor was constructed.
Through the analysis of the stress and pressure
distribution rules of cardiovascular system, the
characteristics and mechanisms of cardiovascular injuries
caused by the blunt ballistic impact would be discussed.
The research can provide in-depth studies of the
mechanical mechanism of the cardiovascular injuries
caused by the blunt ballistic impact and further
improvements in protective equipment.

2 Principles of cardiovascular system’s response to the
blunt ballistic impact

The response of cardiovascular system to the blunt
ballistic impact is a complex mechanical problem related
to the processes such as how bullets penetrate body
armor, the collision between the armor and the human
body, and the propagation of pressure waves in the
human body.

When bullets penetrate body armor, if the contact
stress o is greater than dynamic yield limit of & , plastic

deformation of the bullets or body armor occurs.
According to the basic formula of stress waves, the
backward speeds after the bullets and body armor impact
V1, V2 are shown as follows respectively,
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elastic wave velocity of the bullet material, p, is the
density of the protective material, and c, is the elastic

wave velocity of the protective material.

When the relative speed is increased, the relative
compressibility of the solid is reduced. Consequently, a
pressure wave forms in the solid. The relative speed at
this time, VHA, is known as the speed limit of fluid
deformation.

Via = —, (4)

where Kt is the volume compression modulus of the
protective material.

After instantaneous deformation of the body armor, a
collision with the body surface occurs, and the remaining
energy is transmitted to the body in the form of pressure
wave. According to the classical theory of biomechanics,
the vast majority of human tissues are nonlinear
viscoelastic materials, and their response depends on the
loading conditions. According to Ogden’s [10] nonlinear
elastic material theory and Christensen’s [11]
viscoelasticity theory, the stress-strain relationship is as
follows:

o 08

dr,
or

()

t
o=ux At +IG*e'ﬁ(l'
0

where a is the Ogden model material parameter, p is
super elastic modulus of human tissue, B is the
Christensen model parameter, and G is viscoelastic
modulus of human tissue.

3 The mechanical mechanism of cardiovascular
injuries to the blunt ballistic impact

Two mechanisms are suspected to explain cardiovascular
injuries to the blunt ballistic impact: First, compression
and shear force of the sternum and ribs acts on the
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intermediate organs, which causes structural damage to
the heart and surrounding tissue; Second, transmission of
pressure wave in the cardiovascular system causes
damage to the distant parts of the body. The
cardiovascular system is a pressure circulation loop, and
the blood is an incompressible continuous fluid medium;
therefore, pressure wave attenuation is less in the
cardiovascular system than in other tissue. The
transmission of pressure wave in blood vessels may cause
injury to distant target organs (such as the brain). Such
injury effects are called remote effects. Bir confirmed that
the blunt ballistic impact can cause structural damage to
the heart, lungs and other organs [7]. An animal study on
behind-armor blunt trauma demonstrated that exposed
animals exhibited decreased cardiac capacity [12]. Cripps
et al claimed that the in vivo pressure wave that are
generated by the blunt ballistic impactsare the main cause
of damage to internal organs [13]. Cernak found that the
pressure wave caused by explosion are transmitted to the
distant parts through the cardiovascular system [14].
Courtney argued that the blunt ballistic impact may cause
similar injuries to the human body [15]. These results
suggest that the increase in blood vessels pressure during
the blunt ballistic impact may be significant enough to
cause the cardiovascular injuries.

4 Numerical simulation

The dataset was obtained from CVHD provided by the
Digital Medicine Institute of the Third Military Medical
University at http://cvh.tmmu.edu.cn/cvhstore/index.asp.
This resource was freely available. The original specimen
for the digitized human dataset was the dead body of a
35-year-old Chinese male with a height of 170 cm and
weight of 65 kg. After frozen embedding, milling was
performed using an industrial milling drill, and the cross-
sections were then photographed. The dataset included
2518 cross-sectional images with a section spacing of 1.0
mm and a horizontal pixel size of 0.167 mm. The
continuous images of the layers 1405-1709 were selected
for reconstruction of a three-dimensional model of the
human chest.

The human images were imported into the Mimics
version 16.0 software. In the segmentation module, three-
dimensional geometric model was established. The
generated geometrical model was saved in STL (standard
triangle language) files. The STL format of the geometric
model was imported to HyperHesh version 10.0, which
was used to generate the corresponding shell and solid
elements. The chest model was composed of 15 parts and
included 91,339 nodes, 527,020 tetrahedral elements and
9,612 shell elements. The skin was constructed from shell
elements, whereas the muscle equivalents, bone, the
lungs, the heart, blood vessels and blood were
constructed from solid elements. The complete chest
finite element model is shown in Figure 1. The
cardiovascular system includes cardiac muscle, the left
ventricle, the left atrium, the right ventricle, the right
atrium, the ascending aorta, the superior vena cava, the
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inferior vena cava and blood. The details of the A 5.56-mm rifle bullet, which was composed of the
cardiovascular model are shown in FIGURE 2. Linear bullet core and the shell case, was used. The
elastic properties were used for bone and viscoelastic ~ MAT_JOHNSON_COOK elastic-plastic material model
properties were used for other tissues and organs. The  jn the GRUNEISEN state equation was adopted. The
material parameters and constitutive relations are  pody armor was a composite structure that was composed
described in the references [8, 16, 17, 18]. The material  of 4 panel of alumina ceramic and a backboard of high-
parameters of various tissues are presented in Table 1. density polyethylene fibre. For the ceramic material, the

MAT_JOHNSON_HOLMQUIST-CERAMICS damage
muscle material model was wused. For the high-density
cartilage Polyethylene fibre plate, the MAT_COMPOSITE_
DAMAGE composite material model was used. A face-
-l ung intrusive contact between the bullet and body armor was
used to simulate the penetration of a bullet into the body
armor. The bullet impact point was located in the middle
rib of the sternum, and the bullet’s initial speed was 910 m/s.
The bullet was shot along the horizontal direction. A
detailed model chart is presented in FIGURE 3. After a K
file was generated in HyperMesh, it was imported to the
finite element software package ANSYS/LS-DYNA
version 11.0 to perform the computation.
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inferior vena cava FIGURE 3 The finite element model of bullets and composite body

FIGURE 2 Finite element model of the cardiovascular system armor

TABLE 1 The material parameters of the various tissues in the human finite element model

Tissues p/(kg/m®) K/GPa Go/KPa G./KPa p E/GPa [
Skin 1200 2.9 200 195 0.1
Muscle equivalents 1120 1.03 200 195 0.1
Sternum 1250 9.5 0.25
Cartilage 1170 0.0025 0.4
Ribs 1180 9.5 0.2
Spine 1330 0.355 0.26
Cardiac muscle 1120 0.744 67 65 0.1
Lung 600 0.744 67 65 0.1
Artery 1120 0.744 67 65 0.1
Blood 1060 2000 1x100 0.5

Note: B- attenuation coefficient; Go-short-term elastic shear modulus; G..- long-term elastic shear modulus; K - elastic bulk modulus; E - modulus of
elasticity; v- Poisson's ratio

5 Results and analysis of numerical simulation surface of the heart. Over time, the stress fields expanded
to the surroundings. At t = 2000 us, the stress wave
After the LS-DYNA computation was finished, the post-  covered all areas of the heart surface and transferred to
processing program prepost was used to determine the  the inferior vena cava. FIGURE 4 shows the Von Mises
stress distribution at different times and the pressure  equivalent stress distribution on the surface of the heart at
response at different locations. different times. Figure 5 presents the Von Mises
When the bullet hit the body armor, the stress was  equivalent stress distribution of cross-section of the heart,
transmitted to the heart and other internal organs in the  which shows the distribution of the stress wave in the
form of wave. At t=48 us, the stress wave reached the  chambers of the heart at different times.
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FIGURE 5 Equivalent stress distribution in the chambers of the heart at different times

The blunt ballistic impact introduced a high-  of approximately 0.8012 MPa, and the peak of the
frequency pressure response in the human cardiovascular  instantaneous pressure in the left atrium was the lowest,
system, which was characterized by a high amplitude and  with a value of approximately 0.3167 MPa. Figure 7
short duration. The pressure curves for the ventricles and  shows the pressure curves in the ascending aorta and
atria are shown in Figure 6. The peak of the instantaneous  superior vena cava.
pressure in the left ventricle was the greatest, with a value
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In this model, the maximum Von Mises stress of the
heart appeared at the left ventricle, and the sites of the
peak values of pressure waves were the left ventricle,
right ventricle, right atrium, and left atrium, in
descending order; the pressure peak in the ventricle was
2-3 times that in the atria. The results suggested that the
ventricle is easier to rupture than the atria, which was
consistent with the results of an accident investigation
from Siegel [2]. When the intracranial pressure reaches
100-300 kPa, it can cause mild-to-moderate brain injuries
[19]. The peak values of high-frequency pressure waves
measured in the ascending aorta and superior vena cava
port were 659.3 kPa and 542.8 kPa respectively, that
suggested the pressure wave generated from the blunt
ballistic impact might be transmitted from the

|
200

|
250 300 350 400

Time(us)
FIGURE 7 The pressure curves for the ascending aorta and superior vena cava
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cardiovascular system to the brain. Currently, the rules of
transmission of high-frequency pressure wave in the
cardiovascular system are still unclear, and they should
be further studied in the future.

6 Conclusions

The present study proposes a computer-based simulation
approach to investigate the response of cardiovascular
system to blunt ballistic impacts. A three-dimensional
finite element model, which includes human
cardiovascular organs is developed. By using this model,
the numerical computation of the stress distribution and
pressure response of cardiovascular system under the
blunt ballistic impact are implemented. The human injury
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results predicted by the model are found to agree with the
injury effects observed in animal experiments and
reported in the literatures. The model accurately reflects
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Abstract

A new method for calculating helicopter maneuverability in forward flight is proposed. Empirical equations for evaluating rotor
required power are employed. Using energy method, an algorithm to calculate the available overloads, rate of climb and flight
trajectory is given. The maneuver performance of AH-1G helicopter is investigated and three kinds of maneuvers including level
acceleration, deceleration turning and turning climb followed by accelerating climb are calculated and analysed. Numerical results
indicate that the method is effective and feasible, even for three dimensional maneuvering problems. In addition, the method can be

applied to predict flight trajectory during forward flight.

Keywords: Helicopter, Maneuverability, Energy Method

1 Introduction

With the development of aviation technology, plenty of
new roles and missions are assigned for helicopter.
Sometimes helicopters were required for rescues and aid
in an unknown, dynamic and potentially hostile
environment. In order to finish the specified task
successfully, helicopters should equip collision avoidance
system, which demands real-time and accurate helicopter
maneuverability and flight trajectories [1].

Due to the complex helicopter aerodynamics, the
maneuvering process need much more time based on the
existing method. To obtain the designed performance,
energy method is used by a lot of researchers to
investigate two-dimensional (2-D) helicopter maneuver
flight problems. Basic studies about helicopter required
power were conducted in detail [2-4]. Helicopter
performances were investigated using energy balance
method [5, 6]. Some maneuver characteristics were
studied by Xu [7] and Mikhailov [8-10]. Aerobatic
maneuvers were analysed in detail based on mathematical
description by Cao [11] and Hu [12, 13].

However, there are few researches on helicopter 3-D
maneuver using energy method. In this paper, an
algorithm based on energy method is described. Using
the data of AH-1G helicopter, three kinds of maneuvers
are analysed, including level acceleration, decelerating
turn, turning climb followed by accelerating climb.

2 Mathematical model

The energy state of a helicopter can be written as:

*Corresponding author e-mail: luozp@buaa.edu.cn
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E:%mvz+mgh+%le, 1)

where m is mass of helicopter, | is total rotor inertia,
Q is rotor rotational speed. By taking the partial
derivative with respect to time of equation 1, the energy
rate is expressed as:

d—EzAP:de—Verg@.

2
dt dt dt @)

2.1 REQUIRED POWER

The rotor power required in forward flight is given by
the sum of parasite power, induced power, rotor blade
profile power, compressibility power, stall power and
climb power [14].

Prg.oor =05 V2 4TV,
+0.1255bcR(1+4.64%) p(QR)°
+pQ* R AM®[0.0033 — AM (0.022 — 0.11AM)]

R (A

®)

)"* +mgV,,

cdiv
where f is equivalent flat-plate drag area, £ is air
density, T is rotor thrust, V; is induced velocity, & is
coefficient of blade drag, b is number of blades, C is
blade chord, R is rotor radius, # is advance ratio,

AM is the amount by which advancing blade tip Mach
number exceeds drag divergent Mach number, x is a

constant coefficient, t, is thrust coefficient, 1., is
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thrust coefficient at which stall power occurs and V), is

vertical velocity. The total power required is obtained
by rotor power and overall efficiency factor (77) and

HP

req, total

=nHP

req, rotor - (4)
2.2 PERFORMANCE

Changes in horizontal velocity (V,) for energy rate
(AR,) is determined form the following:

dv, _mAR

dt  my, ®)
" 1 , when AP, >0

WheTe =108 , when AP, <0

The relationship between normal load factor (n,)
and the turn rate (@) is given by:

an,
VI

6=

: (6)

Energy rate ( AP, ) influences vertical velocity as
follows:

v - AR
VA ' @)
m—"+mg
dt
" 1 , when AR, >0
WheTe 2 =10.8 , when AP, <0

2.3 ROTOR THRUST LIMITS

The maximum thrust of main rotor is restricted by the
available power and maximum thrust coefficient.

S ©
AR + AP, + (Peg o —7M3V,) < P, 9)
where t.,, and P,, is maximum thrust coefficient and
available power.

2.4 KINEMATIC EQUATIONS

The kinematic equations can be written as follows:
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X =V, cosd
y=V,sing
1=V,

(10)

3 Calculation algorithm
Figure 1 presents the algorithm of calculating the
maneuverability and flight trajectory. The required data

for this algorithm are properties of helicopters, engine
output power and control laws.

Initial Data

A
Calculating
Required Power

v

Excess Power

v

Climb of Rate
and Overloads

Properties
of Helicopter

Current
Engine Power

Control Laws

A

Yes Beyond Limits

No
v
Flight Kinematic
Equation

No—

Yes

End

FIGURE 1 Calculation algorithm for maneuverability
4 Examples and results

A program is completed in MATLAB to calculate AH-
1G helicopter maneuverability. The properties of AH-1G
helicopter [15], which are used in program are presented
in Table 1. Three kinds of maneuvers are analysed as
follows.
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TABLE 1 Properties of AH-1G helicopter

Parameter (unit) Value Parameter (unit) Value
m (kg) 3400 Q (Y 34
R (m) 6.71 f (m? 1.82
b 2 K () 736
c(m) 0.69 () 0.0075

4.1 LEVEL ACCELERATION

Level acceleration is a very necessary and integral
component of the maneuver capability of a helicopter.
It is very important to predict acceleration in danger
situations. In the present example, the engine is at the
maximum power output condition and the initial
velocity is 25.7 m/s. Figure 2 shows the computed
trajectory of the helicopter in 10 seconds. Figure 3 and
Figure 4 demonstrate the time histories of the
helicopter speed and power for the acceleration
maneuver. It can be seen from the figures that the
excess power is maximum at the velocity about 32 m/s.
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0.6

0.4

0.2

;_E, o—/—0—]—]—0—]—T 00—
-0.2
-0.4
-0.6
-0.8
-10 50 100 150 200 250 300 350 400
X(m)
FIGURE 2 Acceleration trajectory
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FIGURE 3 Time history of velocity for acceleration maneuver
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FIGURE 4 Time history of excess power for acceleration maneuver
4.2 DECELERATING TURN

The pilots often choose decelerate at constant altitude
in order to supply more power for a 180 degree turn.
Figure 5 presents an example of a decelerating turn at
1.72-g overload.
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-50
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-200

-250
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150

X(m)
FIGURE 5 Turning trajectory

-300
0
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The time histories of the helicopter speed and power
in this maneuver are given in Figure 6 and Figure 7. In
a decelerating turn, the helicopter must maintain engine
idle speed [16]. Therefore, the value of excess power is
always below zero, shown in Figure 7. The maximum
excess power is at the velocity about 37 m/s.

4.3 TURNING CLIMB FOLLOWED BY
ACCELERATING CLIMB

A complex maneuver is presented in which a turning
climb is following by an accelerating climb. The rate
of climb is 5 m/s in whole maneuver. The helicopter
maintains engine idle speed in climbing turn and the
engine work at the maximum power output condition
in accelerating climb.
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There is a transitional period between these two
conditions. Figure 8 shows the flight trajectory of this
maneuver. Figure 9 demonstrates the time history of the
helicopter speed. It can be seen from figure 10 that
there is a transitional period about 3 seconds.

Xm e
FIGURE 8 3-D flight trajectory

Y(m)
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5 Conclusions

This paper proposed a fast and accurate approach to
evaluate helicopter maneuverability in forward flight. A

three dimensional complex maneuver of AH-1G
helicopter is presented, and some important
characteristics including maneuver time, trajectory,

excess power and velocity are obtained. The results
indicate that this method is feasible and effective for
helicopters during forward flight. In order to get a fast
calculation algorithm, some empirical studies which are
only appropriate for forward flight situation are employed
in mathematical model. Future research would focus on
the rapid method for evaluating maneuverability of the
helicopter in hover or vortex ring state.
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Abstract

Reliability assessment and remaining life prediction in the working processes of mechanical products, getting more attention of
researchers, can reduce accidents and losses and help improve the preventive maintenance decision-making. This article presents two
failure models, linear and exponential, to predict residual life distribution based on the degradation information of mechanical
products. Parameters of the models can be estimated using maximum likelihood method. After the real-time monitoring information
is acquired, residual life distribution should be updated constantly in order to improve accuracy of the prediction. Experiments were
carried out on a double row cylindrical roller bearing to get the vibration information. It proved the validity of the aforementioned

method and was applied to compare the two degradation models.

Keywords: reliability, residual life distribution, degradation model, double row cylindrical roller bearing

Introduction

In recent years, the reliability estimation study of
mechanical parts or equipments have gained meaningful
results at home and abroad. The feature information,
which characterizes equipment's state, can be used to
develop mathematical models. B E Cukor studied the
combustion engines' wear rules of main parts under
dynamic loading conditions and established mathematical
models through regression of a large set of experimental
data. F Y Wang et al carried out state detection on fans.
Fitting process was conducted on the test data using least
square method and the feasibility analyses of the limited
operational life provided the expected effects [1]. A M
Huang et al established a linear regression model of
aviation hydraulic pump performance degradation with
time using accelerated degradation test data and predicted
the residual life [2]. The trend forecast based on Grey
Model (GM) (1, 1) of grey system theory was introduced
in [3, 4] and this article reported that the method was

reliable. R Y Li et al predicted the failure rate of aircrafts
of some airlines based on Auto Regressive Moving
Average (ARMA) model and illustrated that ARMA
model was suitable for forecasting failure rate [5]. Lu and
Meeker adopted ARMA model to predict the failure time,
and estimated the distribution of the failure time [6]. On
the basis of this work, N Gebraeel et al developed an
updated residual life distribution from the degradation
signal in real time [7]. In general, the residual life
prediction process based on the mathematical model can
be shown as in Figure 1.

This paper establishes two models: the linear and the
exponential. We assume that the distribution of the
failure time is a Bernstein distribution. The distribution
parameters are estimated using the maximum likelihood
method and the mathematical models are gained to
account for the remaining useful life (RUL) distribution.
The residual life distribution can be updated by real-time
data degradation continually.

Mechanical equipment in | Dataacquisiionon | Signal [ condition-
service - line "|  processing »| based residual
life prediction
Degradation R Historical failure R Acquired the parameters of
modeling i data > models

FIGURE 1 The process of residual life prediction

The models and the prediction algorithm

Establishing mathematical models by degradation signals,
which can characterize the products' mechanical

*Corresponding author e-mail: liushujie@dlut.edu.cn
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properties, to forecast RUL has been widely focused. In
the paper, the level of degradation signals at times t; is

defined as S(t;), i=1,2..., and the mathematical model
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can be expressed as S(t)=f(t :¢,B)+e(t;) , where
() is the error term assumed to be i.i.d. normal
random variables with mean 0, and variance o*. The
deterministic parameter ¢ is a constant value in the
whole degradation process. The parameter £ is an

assumed stochastic coefficient following a prior
distribution. This paper describes two regression models
and calculates the residual life distribution for each of
them.

1.1LINEAR DEGRADATION MODEL

The degradation model is given by the following equation

Liu Shu Jie, Hu Ya Wei, Li Chao, Zhang Hong Chao
where the deterministic parameter ¢ = S(0) . Assuming
that z(f) is the prior distribution of /£ , which is
considered as i.i.d. N(yﬂ,azﬂ). We define S, =S(t,),
and assume that a unit degradation signal S, ,...,S, has
been observed up to a time level t, . The conditional
probability of the parameter /& can be gained using
Bayesian method and the updated distribution of /£ is

P(B/S,---S) o p(Sy..- S,/ B)- () - 2

Because the error terms &(t) are i.i.d. N(0,6°) . So
(S(t)—¢+pt,) are following i.i.d. normal distribution

S(t) =g+t +e(t;), 1) with mean 0, and variance . The joint distribution of
the observed signal can be expressed as:
1 K (S - Bt - 9)°
p(Sy-.., S /) = ————xexp(—y ). (3)
H W i=1 20
i=1
Thus, the Eq. (3) is expressed as
k (S, - Bt —¢)° (B-u,) 1 (B—wy)
p(8/S,....8 ) exp(-y, STy o Lty L e L)
i=1 20 20°, «¢27r0' B 20
The parameters of the updated distribution of g are given by:
2 < 2
O'ﬁZ(Si_¢)ti+U Hp 2 olo?
Hy=—" ,and oy = . 4)

k Kk :
2 2 2 2 2 2
O'/,;ti +0o aﬂ;ti +0o
i=! =

At some time level t in the future, the level of the
degradation signal can be expressed by the random
variables S(t+t,). The mean and the variance can be

given by:

pt+t) =g+ u,t; o (t+t ) =o st? +0°. )

F(T, <t]S,,....S) =P(S(t+t)>D]S,,...,S,) = d(

ut+t)-D

We define the predetermined failure threshold as D
and the distribution of the residual life T, can be

determined from the conditional probability as follows:

(6)

o(t+t,)

where ®(e) is the CDF of a standardized normal

random variable. Factually, the value of a unit's residual
life can never be negative, so the negative values of the
remaining life should be precluded. Figure 2 is the
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probability density function of the residual life and the
area of the shaded part should be eliminated. Thus, the
CDF of the residual life is:
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(D(,u(tk )-D
o(t,)
ut)— D)
o(t)

® ut+t)-D _

ot+t,) )

p(T; <t|S,,...,S:) =

1-a(

2.2 EXPONENTIAL DEGRADATION MODEL

The exponential degradation model is widely used when
the cumulative damage is significant [7, 8]. The form of
the exponential model is defined as:

S(t,) = pexp(ft, +e(ti)—%>. ®)

where the parameter ¢ is a constant, and we assume that
&(t;) are i.i.d. normal random variables with mean 0, and
variance o® and the parameter A is a stochastic
coefficient following a prior distribution, which is i.i.d.
N(yﬁ,azﬁ) , as in linear degradation model.

Now, we can transform the exponential model into a
linear form as follows:

L =InS(t) =¢"+ Bt +&(t) , 9)

2
where ¢' = In¢—% ,and ¢' is also a constant.

To gain the parameters of the updated distribution of
S is analogous to that of the linear modelling method

introduced above and is a normal distribution. Similarly,
the mean and the variance of the random variable

L(t+t,) are

F(t)=p(T, <t)=PW ()2 D) =1-a(

4/621 +ot

where T, is the unit's life, which is defined as a random
variable. The wunit is regarded to failure when
W (t) reaches the threshold Bernstein distribution is

widely used in the residual life prediction. The failure
time distribution in Eq. 14 can be expressed as a 2-
parameter Bernstein distribution [9]:

L=ﬁf(ti)=°—nexp<—2—zi<1—§)2).
i=1 (Zﬂ,a)nIZHtiZ i=1 i

After applying logarithm, it can be given by:

n n n 19 c.’
InL=nIlnhc—=In(2z)—=Iha-2t —— > (1--) ,
5 In@7) -2 2t a2t

i=1 i=1
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(")

ut+t)=¢+ut, and O'Z(t+tk):O'2ﬂt2+O'2. (10)

3 The estimation of the prior distribution of the
stochastic parameters

The prior distribution parameters should be estimated
first when the residual life distribution of the mechanical
products is updated. N. Gebraeel et al. demonstrate that
there are almost no impacts on forecast accuracy of the
models' parameters using aforementioned monitoring
information and historical failure data [8]. This article
introduces the computing method of the prior distribution
parameters using historical failure data only. Degradation
model can be expressed as:

W(t)=1+at, (11)

where A and @ are random variables and W (t) is the

level of degradation signals. We assume as
A~N(u,,0;) and ®~N(u,.o,) , thus,
W(t) ~ N(x, +,uwt,0'2/._ +0'2ﬂt) .
The failure time distribution is expressed as:
), (12)
() =~y el (- 57} (13)
\2rat? 2a t" o

Now, estimate the stochastic parameters by maximum
likelihood estimation method. The likelihood function is:

(14)

(15)

57
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where {t;} is the set of failure times data.
The results are:

A

X

The parameters ¢ and a are used to evaluate the mean
4, and variance o, of the parameter « , and

2
-1 (16)

1 n
,and a=—
Z logt,

n =

2 2
,and o° = pu Q.

[0

_D-2
w C

(17)

The estimated parameter o is replaced by g, which

is a random parameter of the established models (linear
and exponential). Thus, the prior distribution of the
degradation models is determined. The parameters of the
updated distribution can be obtained according to the
actual degradation process of the units and the residual
life distributions based on the given conditions are
obtained.

4 An example
The vibration data are taken from the Rexnord ZA-

60 Liu Shu Jie, Hu Ya Wei, Li Chao, Zhang Hong Chao

2115 double row cylindrical roller bearings, using NI
DAQCard-6062E data acquisition card, PCB 353B33
acceleration sensor, and the data acquisition software
developed by LabVIEW. The sampling frequency is 20
kHz and the sampling length is 20480. It is required to
calculate the vibration intensity through each of the
10min sampling data while the sampling interval is kept
10min. In order to verify the performance of the model,
the model is established and analysed through one of the
180 vibration intensity data, which are shown in
Figure2.The vibration data are taken from the Rexnord
ZA-2115 double row cylindrical roller bearings, using
NI DAQCard-6062E data acquisition card, PCB 353B33
acceleration sensor, and the data acquisition software
developed by LabVIEW. The sampling frequency is 20
kHz and the sampling length is 20480. It is required to
calculate the vibration intensity through each of the
10min sampling data while the sampling interval is kept
10min. In order to verify the performance of the model,
the model is established and analysed through one of the
180 vibration intensity data, which are shown in Figure
2.

The virbration intensity curve
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FIGURE 2 The vibration intensity curve

According to the modelling method and the
calculation method described above, the prior
distribution parameters of the two degradation models

TABLE 1 The estimated parameters of the prior distribution
The value of @ (@")

0.0916
-2.4206

Linear Degradation model
Exponential Degradation model

The experimental results of the rolling bearing
vibration intensity data are used to update the residual
life distribution. Figure 3 illustrates evolution of the
updated residual life distributions. Meanwhile, the

(linear and exponential) are assessed using historical
data of failure, which are shown in the Table 1.

Distribution parameter of /3

2
Hp O p
5.8661x10™ 1.0978x10°
0.0044 1.9529x10°

prediction errors of the linear model and the exponential
model are compared and the results are shown in Figure
4. In the prediction, the median of the distribution of the
residual life is regarded as estimated remaining life [8].
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Residual life probability density distribution (Exponential Model)
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observable in Figure 2. This implies that the
exponential model is not suitable anymore for this
stage.

5 Conclusions

This paper discusses a residual life prediction method of
a unit or a system through adding online performance
measurements continually. Two degradation models

0 100 200 300 400 500 600
FIGURE 3 Evolution of residual life distributions
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FIGURE 4 The errors of linear model and exponential model

From the experiment results, three observations are
noteworthy:

1) The probability density distributions of the
residual life are more and more concentrated with
times. In the beginning, the probability density
distributions are dispersive in both linear model
and exponential models.

The prediction errors of the linear model are
significantly larger than those of the exponential
model, which we can be quantified from Figure 5.
Because the rolling bearings failures are mostly
caused by fatigue and the fatigue is a cumulative
process. Thus, the exponential model is more
suitable for the degradation process of the rolling
bearings.

With increasing degree of degradation, the
accuracy of the forecast seriously declines. When
the bearing is close to failure, the intensity of
vibrations is sharply increased, which is

2)

3)
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Abstract

The impact of global warming on building energy demand in China was investigated by means of whole building energy analysis
model and hourly weather data. Four standard multi-story office-building models, representative of four typical climate locations
were constructed. For the time period 2050-2100, the climatic temperature scenario models for four typical cities was used that
foresees a 2.7-4.2 °C rise in mean annual air temperature relative to the period 1961-1990 normal temperature and is thereby roughly
in line with the climate change predictions made by the Intergovernmental Panel on Climate Change (IPCC). The simulation results
show that the annual cooling energy demand for office buildings with internal heat gains of 20-30 W/m2 will increase by 26-58%
while the heating energy demand will fall by 17-52% for the period 2050-2100. This study has also shown that the typical
meteorological year (TMY) currently in use by building designers and HVAC engineers in China will lead increasingly to an
overestimation of heating energy demand. Similarly, the use of TMY to compute cooling power and cooling energy consumption is
likely to result in a progressive underestimation of the future demand. The future building energy demand is set to become a crucial
design issue.

Keywords: Global warming, Heating energy, Cooling energy, TMY, Temperature scenarios, Typical office building model

1 Introduction previous studies for the USA [2-4] and, more recently, for
Greece 5] and Switzerland [6], climate change was found
The relationship between energy and climate is one of the ~ to have significant implications on energy consumption
hot issues concerned by all nations in the world. On one  in buildings. Several methods have been proposed to
hand, the exploitation and utilization of energy affects  estimate building energy demand from monthly
climate. On the other hand, climate change also affects  temperature data. Thom [7] related US-HDD to the
the energy uses. The fourth assessment report of the ~ monthly average temperature and standard deviation of
Intergovernmental Panel on Climate Change (IPCC)  monthly temperature from its long-term average. His
predicts the most likely increment in surface temperature  equation was later modified by Ref. [8]. Other methods
of 1.8-4.0 °C by the end of the 21 century, and growth  first construct hourly weather data from monthly
scope of 0.3-6.4 °C [1]. Moreover, a wide band of  temperatures and then calculate degree-days from
uncertainty exists regarding the amount of warming.  standard degree-day equations [9-12] use the Swiss
Recent research results from climate research institution ~ standard for HDD and CDD to calculate the Swiss
in China suggest that averaged warming in China by the  building energy demand. Unfortunately, all the above
multi-model ensemble is in surface temperature of 1.9—  studies employed definitions of degree-days. Degree-day
5.5 °C by the end of the 21 century, a growth scope of ~ methods are simple procedures, only efficient procedures
0.7-92 °C [1, 2]. Climatic parameters represent for constant heat gain in buildings, but for the most
important boundary conditions for building design and  buildings, especially for commercial buildings, these
the transient behaviour of the building envelope through  estimations aren’t accurate due to the fact that the internal
its service life. Energy demand in buildings depends  temperature, thermal gains and building properties aren’t
significantly on  external boundary conditions, relatively constant [14]. In all above studies, the building
particularly on ambient temperature. models were the old structures. In this paper, four
The impact of global warming on the energy  standard office building models entirely meeting the
consumption of a country for space heating and cooling  requirement [15] are constructed. To our knowledge, no
depends on the current and future regional climate, the  corresponding study has, so far, been attempted to adopt
required thermal comfort inside buildings and technical ~ whole building energy analysis method for standard
building features such as thermal insulation quality. In  office buildings in China.

“Corresponding author e-mail: maging@sdu.edu.cn
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2 Methodology
2.1 CLIMATE

The meteorological parameters in the paper are based on
measured date  (1971-2003) at 270  stations.
Improvements were made in meteorological dates. The
climatic conditions looked at here are for the assessment
of the performance of the building and associated HVAC
systems. EnergyPlus, a computer program is used to
measure the performance over a complete year at regular
intervals up to one per hour. According to the
requirement of criterion, the statistics year for outdoor air
parameters is close to 30 years whereas building services
engineers use a single year for simulation modelling. It is
therefore important that the year chosen is representative
of the weather over a number of years. Such a year is
commonly called a typical meteorological year (TMY).
The method used to select a TMY differs between
countries; however, the objective is the same; to construct
a set of 12 months that is representative of the past years
(say 30 years). This means that a TMY is unlikely to
include extremes and therefore, while suitable for the
prediction of energy consumption it is unsuitable for the
purpose of assessing the performance of buildings under
more onerous conditions. The latter requires a year that
contains periods when temperatures are higher than
average.

Weather data for four cities representative of four
typical climatic conditions in China were chosen for this
study. Hourly weather data during the period from 1971
to 2003 were analysed. Meteorological dates show typical
meteorological year for the four typical cites according to
the last 30-year weather data (1971-2003).

2.2 TEMPERATURE SCENARIOS

The irreducible uncertainties associated with the future
global socio-economic development [13] make any
projections of future climate change inherently difficult.
As a result, the aim of this study was not to determine the
“most likely” trajectory for future building energy
demand in China but rather to mark out the range of
possible futures. For this purpose, Model for the
Assessment of Greenhouse gas Induced Climate Change
(MAGICC) that drives a spatial Global and Regional
Climate SCENario GENerator (SCENGEN) were first
compiled. MAGICC has been the primary model used by
IPCC to produce projections of future global-mean
temperature and sea level rise. The climate model in
MAGICC is an upwelling-diffusion energy-balance
model that produces global- and hemispheric-mean
output. All scenarios were based on simulation results
from so-called coupled Atmosphere-Ocean General
Circulation Models (AO-GCM). AO-GCM is the most
sophisticated tools currently available to project possible
changes in global climate. In SCENGEN, the globe is
discretized such that temperature, rainfall etc. are
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computed on a global grid. The horizontal grid point
distance is in the order of five degrees. To use MAGICC /
SCENGEN program for the climate warming, two main
steps were considered: (i) Running MAGICC, Emissions
Scenarios and Model Parameters in MAGICC are edited
and (ii) Running SCENGEN and setting up analysis,
model, region and variable.

In the first step, running MAGICC, the following
emissions scenarios will be used: P50 for the Reference
case and WRE350 for the Policy case. P50 is the median
of the SRES emissions scenarios. WRE350 is the same as
P50 except for CO2 emissions, which are modified to
follow the WRE350 concentration profile.

In the second step, on ‘region’ window, the four
typical cities can be selected from a range of ‘hard-wired’
regions. The latitude/longitude domain will be shown
numerically on the right. After setting up other
parameters, the result shows the four cities change (Table
5) in annual-mean temperature for the 30-year interval
centred on 2080 (for the P50 emissions scenario, and
‘best guess’ climate model parameters in MAGICC)
averaged over all 17 AO-GCM in the SCENGEN model
data base. The changes correspond to a global-mean
warming of 2.4 °C, and the patterns include the effects of
aerosols according to the aerosol selection made in
MAGICC.

TABLE 1 The four cities change in annual-mean temperature for the
30-year interval centred on 2080

City Harbin  Beijing Shanghai Guangzhou
Longitude (deg) 126.77E 116.47E  121.45E 113.33E
Latitude(deg) ~ 45.75N  39.8N 31.40N 23.17N
Elevation (m) 142.3 31.3 55 41.0
Change (deg C) 4.2 4.1 3.7 2.7

2.3 STANDARD OFFICE BUILDING MODEL

The built stock in China consists of some 5 hundreds
million good-sized buildings. According to the standard,
four 80 m long, 25 m wide and 35 m tall heavyweight
multi-story building (Figurel) was modelled for the study
presented in this paper.

FIGURE 1 Model of the standard multi-story office building

The four standard building models meet the
requirement of energy-saving building completely. The
thermal insulation levels used to represent the four cities
building code framework are given in Table 2.


http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6V2V-4GX0CBC-5&_user=1021771&_coverDate=11%2F30%2F2005&_rdoc=1&_fmt=&_orig=search&_sort=d&view=c&_acct=C000050170&_version=1&_urlVersion=0&_userid=1021771&md5=3ed304c677f7bfb5cee5b65a2c146382#tbl4#tbl4
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The internal sensible heat gains considered are set out
in Table 3. The per-capita area of use for the different
type rooms is listed in Table 4.

TABLE 2 Thermal values of building components (shape factor<0.3,
window wall area ratio=0.3) (W/(m? K)) [Design standard, 2005]

City Uroof Uouterwall Uwindow
Harbin 0.35 0.45 2.8
Beijing 0.55 0.6 3.0

Shanghai 0.7 1.0 35

Guangzhou 0.9 15 4.7

TABLE 3 Internal heat gains for the different type rooms (W/m2)
[Design standard, 2005]

Roomsort General High Meeting Corridor  Other
Illumination 1 18 1 5 1
power
Electrical
equipment 13 20 5 0
power

TABLE 4 The per-capita area of use for the different type rooms
(m2/person) [Design standard, 2005]

Roomsort  General High Meeting Corridor  Other
per-capita 8 25 50 20
area of use '
Nzl ° surface zunes L4

:ZQ

i=1

ZhA(Tm -T )+ Z MintC (TZI

where N is the number of convective internal loads, Q ,
hi Aﬁ Tsi -T

z

is the convective heat transfer from zone

surfaces at temperature Ty ,while miy C, T.-T, isthe

heat transfer due to ventilation with the outside air,

ma C, T,-T, is the heat transfer due to inter zone air

zI . surface zones .
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The air conditioning systems were assumed to adopt
the primary air and fan-coil systems that are used to
design office buildings in China. The cold and heat
source adopt the electric screw chiller and gas-fired
boiler. The volume of primary air was designed for main
space at 30m?/ (h-p).

2.4. SIMULATION MODEL AND ASSUMPTIONS

The EnergyPlus program is a collection of many program
modules that work together to calculate the energy
required for heating and cooling a building using a
variety of systems and energy sources. It does this by
simulating the building and associated energy systems
when they are exposed to different environmental and
operating conditions. The core of the simulation is a
model of the building that is based on fundamental heat
balance principles. It is based on the assumptions that the
air in the thermal zone, by default, has a uniform
temperature, the temperature of each surface is uniform,
the long- and short-wave irradiation is uniform, the
surface irradiation is diffusive and the heat conduction
through the surfaces is one-dimensional. The formulae of
the solution scheme starting with a heat balance on the
zone are follows:

T )+m|nfC (TSI T )+sts, (1)

mixing, and sts is the system output. The capacitance C;

takes into account the contribution of the zone air as well
as that of thermal masses, which are assumed to be in
equilibrium with the zone air.

If the air capacitance is neglected, the steady state
system output must be:

Qup ZQ + ZhA(TSI T)+Zm.nfc (T, T)+m.nfc T, -T,). @)

The multi-story office building was partitioned into
three non-conditioned thermal zones, a zone representing
the first floor, a zone representing the roof and a zone
representing each single office. In order to cancel out the
effects of system intermittency on the energy demand, a
continuous operating schedule of the conditioning system
was considered in all cases, assuming a heating set point
of 18 °C and a cooling set point of 26 °C.

2.5 SIMULATION OF CURRENT AND FUTURE
BUILDING ENERGY DEMAND

The simulation of current building energy demand was
actualized according to the TMY and standard building
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model established above, but simulation of future energy
demand needs adding the temperature scenarios. As
stated above, the limitations imposed by the annual-mean
temperature scenarios forced us to base all our
calculations for the season energy demand. However, the
associated loss in accuracy appeared is tolerable. We
were more interested in assessing long term changes and
trends than precisely predicting individual monthly
energy demand values. In this paper, a whole building
energy analysis method was developed, comprising the
following two steps.

In the first step, the building model was established in
EnergyPlus. Through programming software, we can
transform the XSL file into IDF file, thus the TMY


http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6V2V-4GX0CBC-5&_user=1021771&_coverDate=11%2F30%2F2005&_rdoc=1&_fmt=&_orig=search&_sort=d&view=c&_acct=C000050170&_version=1&_urlVersion=0&_userid=1021771&md5=3ed304c677f7bfb5cee5b65a2c146382#tbl6#tbl6

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 61-

weather data can be used for weather data in EnergyPlus.
It was executed for the simulation of current building
energy demand to explore the difference of four cities
energy demand. In the second step, the future energy
demand was simulated. Based on the first step, the
temperature scenarios must be added to forecast the
change of the future energy demand.

3 Results

3.1 IMPACT ON HEATING AND COOLING ENERGY
DEMAND

The energy demand for heating decreased significantly in
Harbin, Beijing, Shanghai and Guangzhou in 2080
(Figure 3). Figure 3 includes result of simulation for
heating in 2007 and 2080. In the four cities, the heating
energy demand is very different in 2007. Harbin is most,
while Guangzhou is least. For 2008, a 17% heating
energy reduction was determined for Harbin (+4.2°C
temperature rise), 28% drop for Beijing (+4.1°C
temperature rise), 34% drop for Shanghai (+3.7°C
temperature rise) and 52% drop for Guangzhou (+2.7°C
temperature rise). The cooling energy demand in 2007
and 2008 is shown in Figure 2. It can be seen that the
cooling energy demand rose at all locations, with the
largest rates of increase occurring in Beijing and Harbin.
The increase in cooling energy demand for climate
scenario (+4.2°C temperature rise) is 45% for Harbin,
58% rise for Beijing (+4.1°C temperature rise), 34% rise
for Shanghai (+3.7°C temperature rise) and 26% rise for
Guangzhou +2.7°C temperature rise).
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FIGURE 2 Annual cooling energy demand for four typical cities in
2007 and 2080

3.2 IMPACT ON BUILDING DESIGN
Today, building designers in China use the TMY for the

building design. The TMY was chosen from 30 years
monthly meteorological data provided by the Weather
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Bureau in China. A comparison between the heating and
cooling energy demand in 2007 and 2080 is presented in
Figure 2 and Figure 3. It can be seen that the difference of
current and future TMY, which are based on
measurements in the periods 1973-2003 and temperature
scenarios, increasingly overestimated the heating energy
demand and underestimated the cooling energy demand.
This will affect building designer for future building
design.

6. OE+06

5. 0E+06

4. 0E+06

02007
m 2080

2. 0E+06

Cooling energy demand in MJ

1. OE+06

-

Beijing Harbin

0. 0E+00

Guangzhou Shanghai

FIGURE 3 Annual heating energy demand for our typical cities in 2007
and 2080

4 Conclusions

The impact of climate change on energy demand for
heating and cooling was investigated in this study.
Application of the whole building energy analysis
method with four standard multi-story office building
models, representative of four typical climate locations
revealed a significant relative heating energy demand
decrease and cooling energy demand increase, over the
period 2007-2080.This relative decrease, between 17%
and 52% depending on building location, was most
pronounced at colder regions like Harbin. On the other
hand, the cooling relative increase, between 26% and
58% depending on building location, was highest at the
hottest site, Guangzhou. The four standard building
models meet the requirement of energy-efficiency. The
change in energy demand is more obvious if the thermal
insulation level in building is worse.

Buildings in China have a long lifespan of about 50—
100 years. This study has also shown that the TMY
currently in use by building designers and HVAC
engineers in China will lead increasingly to an
overestimation of heating energy demand. Similarly, the
use of TMY data to compute cooling power and cooling
energy consumption is likely to result in a progressive
underestimation of the future demand. It, therefore, seems
obvious that continuous updating of weather data for
building design is needed. The presented paper aims to
initiate a discussion of this issue.


http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6V2P-4GWC0H3-1&_user=1021771&_coverDate=04%2F30%2F2006&_rdoc=1&_fmt=&_orig=search&_sort=d&view=c&_acct=C000050170&_version=1&_urlVersion=0&_userid=1021771&md5=f658939171e742714e99ce771a16d443#fig4#fig4
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Abstract

In this paper, we present the end-to-end performance of a dual-hop amplify-and-forward (AF) relaying system over independent non-
identical (non-i.i.d) composite Nakagami-lognormal (NL) fading channels by using mixture gamma (MG) distribution. Novel closed-
form expressions for the probability density function (PDF) and the moment-generation function (MGF) of the end-to-end signal-to-
noise ratio (SNR) are derived. Moreover, the average error rate and the diversity order are found based on the above new expressions,
respectively. These expressions are more simple and accuracy than the previous ones obtained by using generalized-K (KG)
distribution. Finally, numerical and simulation results are shown to verify the accuracy of the analytical results. These results show
that it is more precise to approximate the composite NL distribution by using the MG distribution than using the KG distribution in

the performance analysis of cooperative relaying systems.

Keywords: Dual-hop Relaying, Nakagami-lognormal, Mixture Gamma Distribution, Error Rate Analysis

1 Introduction

Multihop cooperative transmission has emerged as a
promising technique for extending coverage, enhancing
connectivity, and saving transmitter power in wireless
communication networks. In the past decade, the
performance analysis of the multihop cooperative system
in term of outage probability and average bit/symbol
error rate (BER/SER) has been widely studied over
various multipath fading models, such as, Rayleigh [1],
Nakagami-m [2], Rician [3], Weibull [4] and Generalized
Gamma [5].

Recently, as an approximation fading model of
composite multipath/shadowing fading channels, the
generalized-K (KG) channel model has attracted
considerable attention in the performance analysis of the
multihop cooperative system. In [6], the performance of a
dual-hop relaying system with fixed-gain relays was
obtained. In [7], authors studied the error rate
performance of multiple dual-hop relaying with
maximum ratio combining. In [8], the performance of
dual-hop relaying with best relay selection are evaluated.
Authors in [9, 10] presented also their analysis of a dual-
hop system.

Unfortunately, since their probability density
functions (PDF) include modified Bessel functions, their
cumulative distribution functions (CDF) and moment-
generation functions (MGF) usually include some more
complicated special functions, such as Meijer’'s G
functions. To avoid mathematical difficulties, some
further approximation has to be used. In [5] and [8], the
Padé approximants (PA) method has been employed to
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obtain the BER/SER. [6-9] adopted minimum SNR
approximation model under amplify-and-forward (AF)
strategy.

In [11, 12], the authors have developed an alternative
approach by using the Mixture Gamma (MG) distribution
to approximate the Nakagami-lognormal (NL)
distribution.  This distribution avoids the above-
mentioned problems, and some exact and simple results
obtained are possible by adjusting some parameters. To
the best of our knowledge, there are few papers in
performance analysis of cooperative relaying systems
over independent non-identical (non-i.i.d) NL fading
channels by using MG distribution.

In this paper, we examine the end-to-end performance
of a dual-hop AF relaying system over non-i.i.d MG
fading channels. Firstly, some novel closed-form
expressions for the PDF and MGF of the end-to-end SNR
are derived over MG fading channels, and some
approximate results are obtained over KG fading
channels for the purpose of comparison. Secondly, these
new statistical results are wused to evaluate the
performance criteria of the dual-hop relay system.
Finally, the numerical and simulation results are
discussed and compared over MG and KG fading
channels, and these results demonstrate the validity of the
proposed analysis.

The remainder of this paper is organized as follows.
In the next section, three models of composite fading
channels are described, respectively. In section 3, a dual-
hop relaying system is presented and the statistics of the
end-to-end SNR are derived, such as the PDF and the
MGF. Section 4 gives several important performance
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criteria. Numerical and simulations results are presented
in Section 5. Finally, we conclude our paper in section 6.

2 The Composite Fading Channel Model
2.1 NL FADING CHANNEL MODEL

For the NL channel, the composite NL distribution is a
mixture of Nakagami and lognormal shadowing. Let X
be the fading amplitude, which is a random variable.
Assuming that the transmitted symbol energy is Es and
single sided power spectral density of the complex
additive white Gaussian noise is No, the instantaneous
SNR per symbol is ,-x2p, where ,-g /N, denotes the
un-faded SNR.

The PDF of y over NL channel, f _(y),is givenby

[13]:

=m"y"exp(-my/py) 1 (Iny-uw)?. . (l)
f — d
™ » Jo T(m)(py)" oz 2y exp[ 242 Idy

where m is fading parameter in Nakagami fading, x and 4
are the mean and the standard deviation of lognormal
shadowing, respectively, I'() is the gamma function.
Since a closed-form expression of (1) is not available in
the literature, some approximations or simple forms of (1)
have been given a great attention recently, such as, KG
and MG distribution.

2.2 KG FADING CHANNEL MODEL

As an approximation of NL distribution, KG distribution
is a mixture of Nakagami-m and Gamma distributions,
where Gamma distribution approximates lognormal
distribution. For KG fading, the PDF of ', f (y), is

given by [14]

f,_(y)=2=%m2ykmzig (2 (Ey)/rmrk), (2)

where k is the distribution shaping parameter reflecting
shadowing effect, Z=km/7,7 =kQp, Q is the local mean

power, K_(s) is the second kind modified Bessel function

of order a defined in [15].
For integer values of m and arbitrary values of k, The
CDF of y over KG channel, F_(y), can be expressed

asin [6]:
F. () =1=2""2E7)" K, ,(2{En) /rit. 3

Moreover, the MGF of ¥ over KG channel is given by
[6]:

M, (=G (/=] ™) rmre). @)
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where G(e) is the Meijer’s G-function defined in [15].

2.3 MG FADING CHANNEL MODEL

By using Gaussian-Hermite quadrature sum, an
alternative approximating approach of (1) is firstly given
by [12], named as MG distribution. As in [12], the PDF,
CDF and MGF of y over MG channel can, respectively,

be written as:

foe () =20, Car™ exp(=57) /29", (5)
F,.()=1->" CaI(m2x)/20", (6)
M, ()= CT(m)a /120" (s+b/p)"] @)

3 =2m"w, exp[-m(\24t; + )]/N7T(m),
b,=mexp[—(\/§/1ti +u)], C is the normalization factor,

where

defined as c:\/;/ZN w,, Wj and { are abscissas and
j=1

weight factors for Gaussian-Hermite integration. w;j and t;
for different N values are available in [16, Table(25.10)]
or can be calculated by a simple MATLAB program.
I'(«;¢) is the incomplete gamma function defined in [15].

For the corresponding relationships between
parameters (« and 1) in NL/MG model and parameters (k
and m) in KG model, two approximating expressions can
be derived as [17], i.e., 4> =¥'(K), u=Y(K)+In(Q),
where ¥'(e) is the first derivative of psi function defined
in [15].

3 The Dual-hop AF Relaying System Model

We consider a wireless dual-hop AF relaying system,
which the source-destination link is unavailable. The
source node (S) communicates with the destination node
(D) over a relay node (R). It is assumed that nodes are
synchronized and the channel state information is
available at the receivers (R and/or D).

Let the instantaneous SNR of each hop link be
denoted by y;, ie{l,2}. Similar as in [1] and [2], the

instantaneous equivalent end-to-end SNR of the dual-hop
link at the destination node can be expressed as:

7sro :7/17/2/(71+72 +l),

®)

where y = X2y, Xi is the fading amplitude of the i"™-hop

link. The corresponding average SNR is defined as
7,=Qp. Due to capture the path-loss effect,

O, =E[X?] =(d,/d,)*, d; denotes the distance of the i"-
hop link, d, denotes the distance between S and D, and
& is the path-loss exponent.
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In order to simplify the performance analysis of (8)
over Nakagami-m, Weibull and KG fading, its upper
bound is often adopted in many recent literature as [4, 6-
9
=min(y,, 7,). 9
This upper bound has been shown to be accurate

enough at medium and high SNR values. For the purpose
of comparison, we consider some statistics of (9) in this

paper.

<"
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3.1 STATISTICS OVER MG FADING MODEL

Based on (9), the CDF of y, can be expressed as

F.=FWM+F, (»-F MF, () (10)

where F (), i {12}, is the CDF of the i""-hop link. By

substituting (6) into (10) and taking the derivative of (10)
with respect to y, the PDF of y,  over non-iid MG

fading can be found as:

by i By b, . b, b
f ()= ZZ mlbn‘h ym lexp(——'7)F(m2, 7)+ZZ bml 7™ exp(=—y)0(my, = y) (11)
ENEL P i-1 =L o P
By using (11), the MGF of y, can be expressed with the aid of (6.621.3) in [15] as:

&y Cfaal(m +m,) b+ ps V& CPaa(m +m,) ) b+ps ., (12)
M;/E,MG(S)—%:JZ:WZ F@m +mym +1 b +b +ps)+§§4m2(b,+bj+ps)mﬁm2 R @M +mym, + L b+b +pS)
where ,F (a,b;c;z) is the hypergeometric function defined in [15].

3.2 STATISTICS OVER KG FADING MODEL
Similar as (11), and using (2) and (3), the PDF of y, over non-i.i.d KG fading channel can be found as:
m,—1 4:-(k1+m1)/2:(2k2+i)/2 kwm g

f = = = Za/_ K ZJ_

Yooxg ) ; (M) (k)T(K, ) k1 ml( ) Ko-i i( oY)

m, -1 4:(k2+m2)/2:(k1+i)/2 i et (13)
+ —2 —2 21}_ K 2,}_

;i!r(mz)r(kz)r(k ) k2 mz( oY) ki i( )
where k;i (i=1,2) is the distribution shaping parameter of L M n
the i-th-hop link, 2, = km, /7 . M, (8)= 2" z e KG( g "yo(s™)y (14)

In order to reduce the difficulty and complexity in
finding the closed-form expression of the MGF of y,

directly using (13), PA method can be an alternative and
efficient way to approximate the MGF. Its main
advantage is that due to the form of the produced rational
approximation, the error rates can be calculated directly
using simple expressions. The PA of the MGF is a
rational function of a specified order M for the
denominator and L for the nominator, whose power series
expansion agrees with the (M+L)-order power expansion
of the MGF. Thus, the MGF of y, over non-i.i.d KG

fading channels can be expressed as:

1k1n1mln
i

LN

m—

M 1(-:"222[—‘2/*—*1

22p— jm
GZ,Z[:‘l/‘:‘Z k

1+ Z:\iobls n=0

where ,  (n) is the nth moment of y, , the coefficients

¢, and b; are real constants, O(s™) is the remainder after

truncation. In order to obtain an accurate approximation
of the MGF, we assume sub-diagonal PA(M=L+1). For
(13), by wusing [18, (03.04.26.0009.01)] and [18,
(07.34.21.0011.01)], u, . (n) can be expressed as:

1-ky-n1-m,-n
i ]

+
TS &

‘LlybeG (n) Z

i=0
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4 Performance Analysis

In this section, using the previously derived closed-form
expressions of the MGF over MG and KG fading
channels, the average BER/SER and the diversity order
of the dual-hop relaying system are obtained,
respectively.

4.1 AVERAGE BER/SER

Using the MGF-based approach, we can obtain the
closed-form expression of average BER/SER for the
dual-hop relaying system over MG and KG fading
channel. For many coherent demodulation schemes, the
average SER of M-ary phase-shift keying signals (M-
PSK) can be given by [17]:

QM
sin? @

1 J~(M—l)7z/M

Pe—MPSK (S) = ; 0 (16)

M, (=24)d@,

where gm=sin?(z/M). Similarly, the average SER of other
modulations, such as M-ary quadrature amplitude
modulation (M-QAM), can also be evaluated, which have
to be neglected due to limited space in this paper.

s +

When k=m, (4) can be rewritten by using [18,
(07.34.03. 0392.01)] as:

M, (s)=(8/s)"U(m,LE/s) |

L(jm—k))="
I'(m)

I'(k-—m)z"

M, _(s)|= 9

(19)

where U(a,b,z) is the confluent hypergeometric
function defined in [15]. When s—oo, by using the
asymptotic series expansions of U(a,b,z) in [18,

3

Since the values of F () in (10) range between 0

and 1, the last two terms may be much less than their
addition when p—o. Hence, we can derive an

N Cr(ml)ai N Cr(mz)a'
M = '
| 7b-MG (S)| ZL:mel(S'i-bi/p) Z1 pm2(5+bj/p)m2

Y aCr
|M7MG(3)| ;a, 2p(m)

k=1

|S|—m n O(|S|—min(k,m)—l) ]

5[ esorn):
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The above BER/SER of the dual-hop relaying system
over MG and/or KG fading channels can be numerically
evaluated by substituting (12) and/or (14) into (16). This
can be done with some elementary numerical integration
techniques.

4.2 DIVERSITY ORDER

The diversity order is the magnitude of the slope of
the error probability versus SNR curve (log-log scale) in
the high SNR region. The array gain measures the shift of
error probability curve to the left. The diversity order and
the array gain relate to the asymptotic value of the MGF
near the infinity, i.e., if the MGF, M,(s), can be written as

b+)

M, ()| = als|” +0(s[ "), as s, (17)

where a and b are defined as the array gain and diversity
order in [19], and O(Js|®*Y) represents the terms of order
higher than b.

When s—o0, using the asymptotic series expansions of
Meijer-G function in [18, (07.34.06.0018.01)], the
approximate expression of (4) when k#m can be given as:

(18)

(07.33.06.0004.01)], the approximate expression of (4)
when k =m can be given as

| (k+1) ) (20)

M, ()= |s| +0(s

(k)

By using the binomial series expansion in [15,
(1.110)], the approximate expression of (7) can be written
asin [13]:

(m+1) (2 1)

> AT e ol

2p"

i=1

approximating MGF of y, by neglecting the product
term in (10) over MG fading channel, as:

(22)

Similar as (21), (22) can be further approximated when s—oo, as:

CI'(m,)a,
2p™

CI'(m,))a.
2 my

N
‘ 7hMG ‘:Z

i=1

CRESY

=1
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J| | m, O(| | min(my,m,) 1)

(23)
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By using the same approach as (23), the
approximating MGF of y, over KG fading channel can
be expressed as (24). Based on the difinition of diversity
order in (17), the diversity orders of the single-hop and
the dual-hop link over KG fading channel are min(k, m)
and min(ms, ki, my, ko), respectively. For MG fading
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channel, they are m and min(mi, my), respectively. Note
that the diversity order over KG fading channel is
determined by the value of m or k, not just the value of m
in [12], and the diversity order over MG fading channel is
determined only by the value of m as same as that over
NL fading channel in [12].

C(m-k)Z | Tke-mDE | T(m—k =5 | T(k,—my))=32 + O(| | min(m, K, ,m, k,) 1)) kl M,
T (my)[s T (ky)ls|™ T (m,)lsf? T (ky)lo™ k, #m,
C(m k)L | T(k—my))EM +0o(s ok k, = m,
r(m)[s/* T (k)™ r'(k, >\ \kz k, =m,
‘M%—KG (S)‘ = ) k =m - (24
F(\mz kz‘)" 2 r(\kz—mz\)zg”Z O(| | min(k,,m, K, )~ )) 1
r(my)lsf? F(k )™ e )\ * k, = m,
25k1 2= O(| mm(k‘,k])fl)) kl = m
RO ERERC )\ % k, =m,

5 Numerical and simulation results

In this section, various performance evaluation results
derived by numerical and simulation techniques are
presented.

Firstly, Figure 1 illustrates the BER of BPSK of
single-hop link over NL, KG and MG fading,
respectively, where N=10 for MG distribution. It can be
seen from Figurel that the performance over MG fading
has almost the same as the one over NL fading. However,
from Figure 1(a), it can be seen that the performance over

KG fading almost approaches to the one over NL fading
as the value of k increases. From Figure 1(b), it can be
seen that the former is more deviation from the latter as
the value of m increases at high SNR region. Moreover,
for discussing their diversity orders, we give the
approximate performance over MG and KG fading
channel by using (18) and (21) at high SNR, and the case
of m=1 and k=1. It can be seen that the diversity order
over NL and MG fading is determined by the value of m,
and the diversity order over KG fading is determined by
the minimum value between k and m.

10° g
10" k.

10°

F——NL

10"

10"

w00k T Me N o[ o
E - KG 107 ¢ _
: - 2=~ MG(Approximation) A : a-- MG(Approximation) 3, \\\
b -2~ KG(Approximation) o-- KG(Approximation) |
10° N T TR 10071 1y NNy
0 5 10 15 20 O 5 10 15 20 25 30
(@) m=2 (b) k=2
p SNR (dB)

FIGURE 1 Average BER of BPSK for the single-hop link versus un-faded SNR (p)
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In Figure 2, we give the average SER of 16PSK over
i.i.d fading channels. In this case, an symmetric network
geometry is assumed where R is located at the middle of
a straight line between S and D, and do=1, £ =2. Each

Cheng Weijun

hop has the same fading parameters (k and m), N =10 for
MG distribution. From Figure 2, it is evident that the
performance of the dual-hop link (dash line) is improved
with an increase of m and/or k over MG fading.

SER of 16PSK

—4— MG(simulation)
—o—KG
- Single-hop

10"

10° . L

0 10
SNR

20

p (dB)

FIGURE 2 Average SER of 16PSK for the dual-hop link versus unfaded SNR (p) over i.i.d fading channels

They outperform the performance of the single-hop
(dot line) due to the path loss reduction, and the
difference become more evident as the value of m (or k)
increases. For the difference between MG (dash line) and
KG (line with circle mark) fading, it can be found that
they have almost similar performance when k is more
than m and/or at low SNR region, but they show more
deviation when k is not more than m at medium and high
SNR region. Moreover, for the diversity order, it can be
seen that the diversity orders over MG fading depend on

the value of m. However, the diversity orders over KG
fading depend on the minimum value between k and m.
At the same time, the simulation results of the dual-hop
link (line with triangle mark) show agreement with the
analytical results (dash line) at medium and high SNR
region, and verify the mathematical accuracy.

Finally, Figure 3 shows the average SER of 16PSK of
the dual-hop link over non-i.i.d MG and KG fading
channels, where each hop has different channel
parameters, N=10 for MG distribution.

0
0F 5
(@) m1i4,k1i8,
o m, =1,k =1
5
a 10°F
©
Y—
o
m 3
w 10~ g
[7p] F >
oL —° MG(Simuiation)
E —a— MG (Approximation) (c)
KG m =10,k =5,
--o-- KG (Approximation) m,=3,k,=2.5 J
10'5 N 1 N 1 1 1 1 l
0 5 10 15 20 25 30
P SNR (dB)

FIGURE3 Average SER of 16PSK for the dual-hop link

versus unfaded SNR (p) over non-i.i.d fading channels
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In Figure 3, their approximation results are also given
by using (23) and (24). These results are similar as the
ones in Figure 1 and Figure 2. From these figures, it can
be seen that they show agreements between the
composite NL distribution and the MG distribution if the
value of N is enough large, however, only some results
match well between the MG distribution and the KG
distribution, for example, the case that the value of k is
more than the value of m, and/or the case of low SNR
region.

6 Conclusion

In this paper, the end-to-end performance of a dual-hop
AF relaying system is investigated over non-i.i.d NL
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Abstract

With the increasing of the big datacenter, the power consumption seems to be another overhead except the equipment cost. Saving
the power of big datacenter is the hotspot now. In this paper, we proposed TA-BG algorithm based on the linear weighted and graph
theory to speed up the execution of tasks. Firstly, utilizing linear weighted to execute first filter to reduce the searching scope for the
next research. Secondly, seeking out the hosts that can execute tasks fast based on graph theory. Finally, placing the host on the hosts
selected above. The experiments indicate that TA-BG can save power of datacenter by reducing the executing time. Besides, the TA-

BG even performs well on load balance.

Keywords: Cloud Data Centre, Task Allocation, Power Saving, Graph Theory

1 Introduction

Cloud computing can provide the users infrastructure,
platform, and software in the form of service. Users can
obtain the service as needed conveniently by the network.
The cloud data centre provides on-demand compute and
storage resources for the users. With the development of
cloud computing, the number of big data centre is
increasing. Meanwhile, the data centre needs to execute
the tasks submitted by the users, and respond to the users
quickly to guarantee the good user experience. Because
the number of physical host is large in the cloud data
centre to provide services and the amount of remaining
resources are changing constantly. Therefore, how to
allocate the tasks, which comes within an internal, is a
research hotspot. The allocation policy will have
influences on the speed of executing tasks, overhead, and
load balancing etc.

Nowadays, cloud data centres often utilize the
algorithm of random allocation (RA) or optimum
allocation (OA) to deploy tasks to the data centres. The
RA allocate the tasks to the physical hosts randomly, the
advantages are getting a fast allocation and may have the
lowest overhead and highest load balance in a short time.
However, after a long time, the data centre can't perform
well. The OA is the most used algorithm to allocate tasks
in the data centre now. The algorithm selects the hosts,
which have the most remaining resources to execute the
tasks. The algorithm can get a fast execution, and better
load balance. However, it often leads to high overheads
and resource waste.

*Corresponding author e-mail: dingyan11@mails.jlu.edu.cn
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In this paper, aiming to propose an algorithm to find
the allocation policy, which can make the data centre
execute tasks fast, reducing the overhead of the data
centre. Certainly, to make the data centre fast, low
overhead in the long period, a high efficient and
reasonable method to allocate the tasks to the resource
pool is needed. The proposed allocation algorithm can
finish the work of selecting the best physical hosts for the
tasks efficiently. Especially, when used in large scale data
centres, it performs well.

The rest of the paper is organized as follows. In
Section 2, we present the related work about task
allocation algorithms of data centres. In Section 3,
present the problem the proposed algorithm solved and
model of the problem. In Section 4, firstly describe the
structure of the algorithm, and then state the idea of the
proposed algorithm, give the detail procedure of the
algorithm. In Section 5, the experimental results and
analysis on CloudSim platform are given. Finally, in
Section 6, we summarize the full paper and future work is
put forward.

2 Related work

As far as we know, some task allocation algorithms [14,
15] are proposed and they almost stress all the goals of
the task allocation. Some pay focus on the overhead of
the datacenters, some stress load balance of datacenters
and some aim to have a better exposed service. The
algorithms that pay attention to low overhead include
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using the idea of constraint programming (CP) [1, 7] and
the allocation based on forecast.

CP is a popular idea to solve the problem of task
allocation [2, 5-7]. [2] adopts the idea of CP, thinking
over a variety of constraints comes when allocate tasks.
Furthermore, formulating the constraints and converting
them to restricted condition of the objective function
which make it convenient to get the optimal allocation
policy that satisfy constraints. [3] also adopt the idea of
constraint programming, it divided the task allocation
into two phases, the first phase confirm the number of the
host needed by the task using the idea of CP, the second
phase also utilizing the CP to allocate the task to the
physical host. [4] assume the traditional task allocation
algorithm, which is based on forecasting, it forecast the
load of the datacenter according to the history based on
which they confirm the amount of the host, which should
work. Then allocate the tasks to the fixed number of host
which is got above. Because of the surplus host can be
halt, it can reduce the overhead.

Some allocations with hope of making the load
balance. Related algorithms often divided into static load
balance algorithm and dynamic load balance algorithms.
The static allocations [8-10] often use Round Robin,
Weighed Round Robin, Weighted Least-Connection
Scheduling and Least-Connection Scheduling. [8] Wei
Qun adopt the Weighted Least-Connection Scheduling,
that is, show the host’s performance with different weight
and allocate the tasks to the hosts which has the lowest
ratio of amount and weight. These static algorithm only
utilize some static information, they cannot adapt to the
dynamic load variation of the datacenter efficiently.
Dynamic load balance algorithm [11, 12] is a classic
combined optimization problem and is proved to be NP
hard. In addition, it often incurs extra communication
overhead during the procedure of balancing the load
dynamically. Nowadays, the best algorithm to solve
dynamic load balance seems to be greedy algorithm. In
[13], Lau combined heavy-load preferred and light-load
preferred and proposed an adaptive load-dispatching
algorithm, reducing the communication overhead during
balancing the load.

3 Proposed problem and its formulation

In the data centre, a group of tasks need to allocate to the
host in the data centre to deal with. However, the number
of host in the data centre is large, and this will certainly
lead to some different kinds of allocation policy.
Furthermore, what the policy is adopted will bring the
data centre diverse cost. Therefore, to find a high-
efficient, lower-cost task allocation policy is necessary.
We now formulate the problem of allocating n tasks
onto m physical hosts. Its solution can be represented by
an n dimension of solution vector, each element of which
denotes the target host of the tasks. We defined as
follows: H is a set of m available physical hosts denoted
by H (h, t) = {ha, hy, hs, ...., hn}, available at time t, each
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host have the cost denoted by c(s) (se{1, 2, 3, ..., m}). R
represents a set of resource, including CPU, memory,
disk resources. uj(reRr, jeH)b represents the amount of
resource r in the host j. Besides, A is a set of the tasks
which come to the data centre within At, denoted by A =
{ai, az, a3, ..., an}. ti (rER,i€A)N represents how many r
resources the task i need. Define the 0-1 variable Xxi,
when task i is allocated to the host j, xjj= 1, otherwise Xi;
= 0. Similarly, define the 0-1 variable y;, when the host j
have tasks y; = 1, otherwise y; = 0. Above all, the target
function can be present as follows:

min Z Yic;

jeH ! (1)
st. Y DX =n

e
St t,<u;, (reR,x; =1
o(s) = a:CPU (s) + B-Mem(s) +d(s) , 2

where the CPU(s) denotes the power consumption of host
s, the unit is kw/h, it can be got from the time t’s function.

The mem(s) denotes the power consumption of the
memory of host s, the unit is kw/h, it is the function of
one variable time t.

The d(s) denotes other cost, including depreciation
cost, using cost and so on. It is determined by the data
centre manager, each host has different value d. «, S
denote the unit price of the power, the unit is yuan per
kw/h.

The first constraint makes sure that all the tasks are
allocated to the hosts and the second constraint confirms
that host i must have enough resources when the task j is
allocated to the host i. Finally, we will get the solution
vector denoted by TH, TH = {s1, S, Ss, ..., Sn} (SkEH).

4 Description of the proposed allocation algorithm
TA-BG

4.1 THE PROPOSED SYSTEM ARCHITECTURE

Figure 1 illustrates the system architecture of the data
centre, in which it utilizes the TA-BG algorithm to
allocate tasks. Task allocation controller consists of four
parts: the part of task collection, task allocation, host
information base and the core of the architecture, which
is used for computing the allocation policy using TA-BG
algorithm. The part of task collection is responsible for
collecting the tasks from the internet, and cache them. t
seconds later, it sends the set of tasks to the TA-BG
controller. The TA-BG controller will compute the
allocation policy combined the tasks and the information
of hosts. At last, the optimal policy, which computed by
TA-BG will send to the part of task allocation, the task is
allocated to the target physical hosts.
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Task allocation controller

FIGURE 1 System Architecture of TA-BG
4.2 THE SOLUTION REPRESENTATION

By using the above system architecture, we can get the
optimal allocation policy. In detail, since there are n tasks
during one time of allocation, so the solution should be
denoted by n dimensional vector, that is TH = {s1, Sz, Ss,
..., Sn} (sk€H). Every component of solution vector
should be computed by the TA-BG algorithm, denote that
which host the task is allocated to. For example, s1 = 2
represent that task 1 is allocated to the host 2.

4.3 PROPOSED TA-BG ALGORITHM

The proposed TA-BG algorithm mainly utilizes the graph
theory to solve the problem of task allocation of data
centre. It can obtain an allocation policy with high
efficient and low overhead. TA-BG is comprised of three
steps. Firstly, filter hosts preliminary, filtering the hosts
which even cannot execute the task with minimum
resource in the purpose of reducing the number of next
selection. Secondly, filter in the set that is got above.
Here we use the concept of degree in the graph theory,
regarding each host as a node and two nodes have edges
only when they communicate each other. By doing so,
the physical cluster will abstract to an undirected graph.
Finally sort the hosts from large to small based on degree,
then allocate the tasks from the beginning of the ordinal
sequence.

4.3.1 Filter the hosts with few resources

The step is to filter the host that cannot execute any task
roughly and quickly, to reduce the searching scope for the
next step. So we take linear weighted to denote the
resource of host j, that is the sum of CPU, memory etc.
denoted by variable R}".

h :
R!' = a-CPU, + f-mem; + ydisk; 3

St g+ B+y=1.
where CPU; denotes the surplus resources of host j, mem;
denotes the surplus memory of host j. a, S, y is the weight

factor, representing the importance of every variable and
their sum must be 1.

To compare, we need to abstract the task demand to
the similar variable. Denoted by Rt

R = a-CPU, + S-mem; + y-disk; - 4)

After the formulation, it’s convenient to compare, we
need not to compare the every component of the vector
respectively. Besides, we can utilize heap sort to find the
task with minimum resources request, and then compare
with each host’s surplus resources, weeding out the hosts
that do not satisfy the condition Ri'<R;". From this step,
we can get the set H1 preliminary.

4.3.2 Filter the hosts with better connectivity

Here we need to abstract the data centre to an undirected
graph so that we can find the better connectivity host
conveniently, so regarding each host in the cluster to a
node and two hosts have an edge only when they have
communicated each other. After the formulation, the
connectivity of the host in the data centre can be
represented by the degree of the nodes in the undirected
graph. According to the experience and analysis, the host
with better connectivity may have better performance.
What's more, the better connectivity hosts must be in the
centre of the cluster that is near from controller of data
centre. Moreover, because the host must communicate
with controller when execute tasks. So using the better
connectivity host to execute the task will certainly reduce
the communication overhead. Now CPUs seems to be
fast enough, but communication delay still have not
enough progress because restrict of physical links. By
doing so, we can reduce the communication overhead
skilfully.

Sort the host in the H1 from large to small based on
degree, and dispatch the tasks to the host with larger
degree. We hold the principle that the task should be
allocated to the host with lager degree as possible, the
surplus hosts can be halt to reduce overhead.

5 Evaluation

In this section, we have experimentally verified the
performance of the proposed TA-BG approach. The
verification includes three aspects: the speed of executing
tasks, the load balance and power consumption.
Simultaneously, we have taken other two-allocation
algorithm to conduct experiment, which also includes the
same above three aspects to show the performance of TA-
BG obviously. The first comparison experiment adopts
RA to allocate the tasks, and the second comparison
experiment takes OA to allocate the tasks. In experiment,
we allocated 100 tasks to the data centre using the three-
allocation algorithm separately and observe their
performance.

‘ Computer and Information Technologies
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To simulate a dynamic cloud data centre, we adopted
the cloud simulation tools Cloudsim to conduct
experiments. During the simulation period, Cloudsim can
calculate power consumption by the getPower() method
and view the condition of load. Cloudsim can create all
kinds of entities and delete or add entities on the running
machine dynamically, which is the reason why we choose
the Cloudsim to conduct experiments.

5.1 EXPERIMENTAL SCENARIOS

In the Cloudsim platform, establishing a resource pool
with 100 physical hosts and each host has the different
number of resources. Simulating 100 task requests, all of
them have disparate resource request like CPU, memory
etc. By using the Cloudsim, we can get the information of
the cloud data centre to further analysis.

5.2 COMPARISON OF RA, OA AND TA-BG IN
EXECUTING SPEED

The experiment is designed for verifying the executing
speed of the TA-BG algorithm. We firstly prepare 500
tasks with the same size. Allocating the 500 tasks to the
cloud datacenters in succession, and recording the time
every 100 tasks are finished. We conclude the followed
bar graph according to the experiment:

3000 RN

—=—TA-BG
04

2500

2000

1500

1000

Executing Speed(Time/s)

200 300
The number of task

FIGURE 2 Comparison of Executing Speed
From the Figure 2 we can conclude that: the data
centre executes the tasks fastest and be the most stable
when taking TA-BG approach to allocate the tasks.

400 500

5.3 COMPARISON OF RA, OA AND TA-BG IN LOAD
BALANCE

In the experiment scenario, we evaluate the TA-BG
algorithm in load balance. We allocated 100 tasks to the
host of datacentres that adopt three different allocation
algorithms respectively. We recorded the condition of
load on each host every ten minutes, and then calculated
the variance. Here we only utilize the using rate of CPUs
to represent the host’s load. u; denotes the current using
rate of host i, m denotes the number of physical host. The
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average utilization of all hosts™ CPUs is denoted by the
formula (5) the degree of load balance denoted by the
formula (6):

a2 5)
m
B= f%*g(ui—ﬁ)z . (6)

We get the curve chart according to the recode:
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FIGURE 3 Comparison of load balancing degree

Small variance means the using rate of all host's
CPUs are closed. So small variance means the load is
more balanced. Namely, the value B is the smaller the
better.

From the Figure 3, when using the traditional RA
algorithm the load balance is worse than other two
algorithm from begging to end. At the beginning, the
datacenter, which adopt OA algorithm is more balanced
than the one adopt TA-BG algorithm. However, when
t>420s the datacenter with TA—BG algorithm is better
than them with OA algorithm on load balance. Therefore,
we can conclude that the proposed TA—BG have good
performance on load balance especially on the long-
running datacenter.

5.4 COMPARISON OF RA, OA AND TA-BG IN
POWER CONSUMPTION

In this experimental scenario, verifying the efficiency and
availability of TA-BG in power saving. We also need
three experiments, allocating 100 tasks to the different
datacenters, the first one adopt RA to allocate tasks, the
second adopt OA and the third use proposed TA-BG. We
tested the power consumption every ten minutes, and
draw the Figure 4.
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FIGURE 4 Comparison of energy consumption

As illustrated in Figure 4. When t>6h the power
consumption is still lower than other two datacenters.
And with the increase of the load in the cloud data center,
the incremental power consumption of TA-BG is less
than that of OA and RA obviously. And when t>6h the
power consumption is still lower than other two
datacenters.

6 Conclusion and future work

In this paper, an allocation algorithm of datacenter is
proposed, and we give its idea, implementation and
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Abstract

A method for image enlargement, making use of the hyperbolic Coons interpolation surface with shape parameters, is investigated in
this paper. As a non-polynomial model, the hyperbolic Coons interpolation surface can represent the image better than the general
interpolation methods. By altering the values of the shape parameters, the effects of image enlargement can be adjusted until
achieving the satisfactory results. Experimental results show that the effects of image enlargement making use of the hyperbolic
Coons interpolation surface are better than the general interpolation methods.

Keywords: image enlargement, hyperbolic Coons interpolation surface, shape parameters

1 Introduction

As an important part of image processing, image
enlargement has been widely applied in different areas.
Because a two-dimensional static grey image can be
represented by a continuous function of two variables,
surface interpolation methods are generally used to deal
with image enlargement problems. The general
interpolation methods for image enlargement include
nearest interpolation, bilinear interpolation, bicubic
interpolation, cubic spline interpolation, and so on [1,
2], which used polynomial models to construct image
interpolation surfaces. However, the polynomials can
only reflect the gradual change of data but not the
mutability of data, the quality of the target images
require to be further improved. Therefore, the uses of
non-polynomial models would be better choices for
constructing image interpolation surfaces.

Generally, curves and surfaces are established based
on polynomial functions in Computer Aided Geometric
Design (CAGD), in particular curve and surface design.
Non-polynomial models, such as trigonometric or
hyperbolic curves and surfaces, have gained very much
interest in recent years within CAGD. Zhang constructed
the C-Bézier curve and surface in the space {1, t, sint,
cost} [3]. Mainar and Chen defined the C- Bézier curves
of higher order in the space {1, t, ... , t3, cost, sint} [4,
5]. Wang constructed the non-uniform algebraic
trigonometric B-splines in the space {1, t, ... , t*3, cost,
sint} [6]. Han presented a cubic trigonometric Bézier
curve with two shape parameters in the space {1, sint,
cost, sin’t} [7]. Li constructed a class of quasi-cubic
trigonometric curves in the space {1, sint, cost, sin’t} [8].
Liu presented another kind of trigonometric Bézier curve
with two shape parameters in the space {1, sint, cost,

*Corresponding author e-mail:liuncheng82@126.com
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sint} [9]. Yan discussed a class of algebraic-
trigonometric blended splines in the space {1, t, sint, cost,
sin’t, sin®t, cos®t} [10]. Lii presented the hyperbolic
polynomial B-splines in the space {sinht, cosht, t<3, t<*#,
..., t, 1} [11], and Li extended these hyperbolic spines to
the case of non-uniform knot vector [12]. Liu studied a
kind of hyperbolic polynomial uniform B-spline surface
with shape parameter in depth [13]. Li presented the
hyperbolic polynomial Ferguson curve and Coons surface
with shape parameters, which analogous to the
corresponding cubic polynomial Ferguson curve and
bicubic Coons surface [14].

Although the trigonometric and hyperbolic curves
and surfaces have been widely studied, but up to now,
the uses of the trigonometric or hyperbolic models for
constructing interpolation surfaces in image processing
have rarely been studied. The main purpose of this
work is to investigate the use of the hyperbolic Coons
interpolation surface with two shape parameters [14] to
deal with image enlargement problems.

The present work is organized as follows. In Section
2, the basic principle of image zooming based on surface
interpolation is given. In Section 3, the hyperbolic Coons
interpolation surface is reviewed, and then image
zooming making use of the hyperbolic Coons
interpolation surface is investigated. In Section 4, the
experimental results and discussion are provided. A short
conclusion is given in Section 5.

2 The basic principle of image enlargement based on
surface interpolation

The basic principle of image enlargement based on
surface interpolation has two steps. The first step is to
construct a continuous surface interpolating all the pixel
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points of the original image, and the second step is to
obtain the target image by resampling the interpolation
surface according to the enlargement ratio.

Given a grey image 1(x,y) with the size of M xN,

and g;;(i=02--,M-1; j=01--N-1) is the grey
value with row i and column j according to the point
(i, j) in the pixel plane. For enlarging the original image
I(x,y) to the target image 1'(x,y) with the size of
M, xN,, firstly the continuous interpolation surface
F(x,y) (0<x<M-1, 0<y<N-1) of the original
image is constructed by some interpolation methods, then

the target image can be obtained by uniform selecting
M, x N, pixel points in the interpolation surface F(x,y).

Therefore, the grey value g; ; with row iy and column j,

of the target image 1'(x, y) satisfies

. M. N .
gil,h = F(EIPE Jl) J (1)
pOO
e (01 . . 1l Puo
puv)=[FRUua) FRa) Gua) G (ua)
u00
pulO

where py,, Py, P, and p, are point vectors in the four
corner points; Pygos Puors Puo and py, are directional
derivatives of direction u; p,,, Pyors Puo and p,, are
directional derivatives of direction V; Pu,e: Pwors Puio

where S:=sinhs, C:=coshs .

In order to use the hyperbolic Coons interpolation
surface defined as Equation (2) to deal with image
enlargement problems, we redefine the surface on the

Fo(8) =FR(ua), F(s)=FR(ua) GO(S)=£G0(U:(1),

a

ﬁm=&WﬁLlﬂﬂ=ﬁ&ﬂ%<%®=%%W$L(MD=%QW$)
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where i, =0,1,---,M, -1; j,=01---,N, —1.
According to the process of image enlargement, the key
step is to construct the continuous image interpolation
surface. In the following discussion, the hyperbolic
polynomial Coons interpolation surface with two shape
parameters [14] will be adopted to deal with image
enlargement problems.

3 Image enlargement making use of the hyperbolic
coons interpolation surface

3.1 THE HYPERBOLIC COONS INTERPOLATION
SURFACE

For two arbitrary real number « and B, «,5>0,
0<u<a, 0<v< g, the hyperbolic Coons interpolation
surface [14] can be expressed as:

P Puo  Puo || Fe(v;5)
Pi P Pus || R(ViA) 2
puOl pquO pqul GO (V, ﬂ)
Pur Puso  Puat || GV B)
and p,,, are mixed directional derivatives; F(t;0),

G (;9) (i=01; t=u,v; S=ea,p) are the hyperbolic
Hermite basis functions defined as:

: @)

R (t:6) :ﬁ((l—c +8S)—St+Ssinht +(1-C)cosht)

F. () =m((l—c)+ St—Ssinht —(1-C)cosht)

G, (t;5) :ﬁ(—(s ~8C)+(1-C)t+(1-C+5S)sinht+(S —5C)cosht)
G,(t;0) =m(—(5—s)+(1—c)t —(1-C)sinht+(5-S)cosht)

fixed interval [0,]x[0,1]. Let s=- and t=%, the
o

hyperbolic Hermite basis functions can be redefined as
follows:

6,(5) == G,(uia)
(4)
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According to Equation (2) and Equation (4), the
function of the hyperbolic Coons interpolation surface

Li Juncheng

can be expressed as follows:

fOO fOl t00 flOl I:0 (t)
f f f f F @
f(s)=[R(6) FR(s) Gy(s) G©)] .° 7 . Tl (5)
[ ° ' ’ ' ] stO stl fstOO fstOl Go(t)
f510 fsll fsth fstll Gl(t)
where 0<s<1and 0<v<1. interpolation surface defined as Equation (5) has the
By simple deduction, the hyperbolic Coons  following properties at the endpoints:
f(0,0)=f,,, f(01=f,, f@O)=f,, f@I)=f,
of (0,0) _ of(0) _ of 1,0) _ of 1) _
s _fsoov T_fsou T_fsmv s _fsn
of (0,0) _ of (0.)) _ of (1,0) _ of (1)) _ . (6)
ot _ftOO’ ot _ftOl’ ot _ftlo- ot ftll
0°1(0,0) _ o°f(01) _ o°f(1,0) _ ot f@l) _
W_fstom W_fswl' W—fsuov e =fqu

Remark 1: Equation (6) shows that the hyperbolic
Coons interpolation surface defined as Equation (5) has
the same interpolation properties to the general bicubic
polynomial Coons surface. However, the shape of the
general bicubic polynomial Coons surface can not be
adjusted when the boundary conditions are kept
unchanged, while the shape of the hyperbolic Coons
interpolation surface defined as Equation (5) can be
easily adjusted by altering the value of the two shape
parameters « and g . Given the boundary conditions

fOO fOl ftOO ftOl 0000

are. flo f11 fth f111 _ 0 001 .
stO stl fstOO fstOl 1 1 l 1
fle fsll fsth fsm 0111

The effects on shape of the hyperbolic Coons
interpolation surface by altering the value of « and g

are shown in Figure 1, where (a) is generated by setting
a=1and =5, (b) is generated by setting =2 and
=10, (c) is generated by setting « =5 and £ =1, (d)
is generated by setting =10 and g =2.

0o
(&) a=1, &5

oo
i) =2, G=10

oo
() o=5, &=1

oo
(d) a=10, £=2

FIGURE 1 The hyperbolic Coons interpolation surfaces with different shape parameters

81
\ Computer and Information Technologies



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 79-85 Li Juncheng
3.2 IMAGE ENLARGEMENT METHOD the original image 1(x,y).

Let s=x—i and t=y—j, according to Equation (5)
and Equation (6), the image interpolation surface in A,
can be expressed as follows:

Considering the region:
Ay ={(x y)|i<x<i+l j<y<j+1},
i=021---,M-2;j=0,1,---,N—2) in the pixel plane of

&, @, &, &y, | K

KED-[RE RO GO @] 2 % ] B 0

a, 8, a; a, ]| GI()
where a . (m,n=12,34) satisfy:
;=0 =0 43=0iu Y % =020
A =0isjr 8 = Oigjir 83 = Oig g —Yisnjr 84 = Gisgjiz — Ginn i
=01~ 9 8 =Giaju—Oijur S =8, =83 =23, =0,
A =925 "% 82 =%~ %ujw 1=0L---M-27j=01---,N-2
and set gy =20 v —Jinz Ivj =29m-1j ~Om-zj-

Remark 2: In order to get Equation (7), we use 1) As a non-polynomial model, the hyperbolic
forward difference quotient to instead derivative and take polynomial not only can reflect the gradual change
the torsional vector of each corner point as zero. From of data, but also can reflect the mutability of data;
Equation (7), the entire interpolation surface F(x,y) of 2) The hyperbolic Coons interpolation surfaces

directly interpolate the pixel points of the image,

the original image 1(x,y) can be expressed as: ; o . :
g ge 1(xy) P which avoiding solving a matrix system;

F(x,y)=f ;(s1), ) 3) The hyperbolic Coons interpolation surface has

where s=x—i, t=y—j, i<x<i+l, j<y<j+1. two shape parameters « and g, the local
According to Equation (8), the entire image characteristics of the target image can be proper

interpolation surface F(x,y) (0<x<M -10<y<N-1) is adjusted by altering the two shape parameters.

connected by (M -1)x(N -1) pieces of hyperbolic Coons
interpolation surfaces and satisfies C* continuous.
For enlarging 1(x,y) to the target image 1'(X,y)

4 Experimental results and discussions

The six images shown in Figure 2 are used as examples.
In Figure 2, the size of (a) to (c) is 300x400 (8 bit) and
the size of (d) to (f) is 256%256 (8 bit).

The effect of image enlargement is quantitatively
compared by the PSNR (dB), which is defined as follows,

. . M . N .
with the size of M, xN,, let x=M—|1 and y:N_Jl’

1 1

according to Equation (8), then i=| x|, j=|y], where

| | is the round down functions. PSNR — 10 2
Taking s=x—i and t=y—j into Equation (7), the —oxiog MSE '
grey values of the target image 1'(x,y) can be obtained 1 3 &, . L
by o : o MSE=———D D G- (©)
y g;; = fi;(st),  where ii=02%---,M,-1; M xN Z=
;=01 N, -1. where 1I(i, j) and 1'(i, j) is the original image and the

Remark 3: In contrast with the general interpolation  target image respectively, M x N represents the size of
methods, the use of hyperbolic Coons interpolation  the original image.
surface for constructing the image interpolation surface
has the following advantages:
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(a) Panda

(d) Lena (e) Barbara

FIGURE 2 Original images for experiment

4.1 INFLUENCE OF THE SHAPE PARAMETERS ON with 2 times and 3 times respectively. The enlarged
IMAGE ENLARGEMENT images are shown in Figure 3, where the shape
parameters of the image interpolation surface are set for
Firstly, in order to illustrate the effectiveness of the a=3=300.
proposed method, we enlarge part of the Panda image
(right part with the size of 100x60) shown in Figure 2

(a) Original image (b) Enlarging 2 times (c) Enlarging 3 times

FIGURE 3 Experimental results of part of the Panda image

Figure 3 shows that the enlarged image does not  part with the size of 100x100) shown in Figure 2 with 3
appear obviously mosaic phenomenon and block  times. The enlarged images, when the two shape
phenomenon, and keep the edge information well. Even  parameters are of different values, are shown in Figure 4.
when the magnification is higher, the enlarged images The edge detection of the images in Figure 4 using the
still have good visual effects. Prewitt operator (the threshold is set for 0.1) are shown in

Secondly, we enlarge part of the Tiger image (face  Figure 5.
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"

e

wa

() a=200,B= (d) a=300,8=300

100
FIGURE 4 Experimental results of part of the Tiger image

Figure 4 and Figure 5 show that, when increasing the
values of shape parameters « and g, the enlarged
images would have gradually clear edge profile and
boundary.

Remark 4: Through a large number of experiments on
different images, we find that the shape parameter « and
B have great influence on image enlargement. In
general, the values of the shape parameters are greater,
the better the effects of image enlargement. However,
when the values of the shape parameters are too large, the
enlarged images will produce certain distortion. So, in
practical applications, the values of the shape parameters
can be selected appropriately at first, if the target images
are not satisfactory, we can modify the values of the
shape parameters until obtaining satisfactory target

(a) Original image

(b) Nearest interpolation

Li Juncheng

(b) @=100,8=>50

(¢) a=200,B8=100 (d) a=300,5=300
FIGURE 5 Edge detection of the images in Figure 4

images.

4.2 COMPARISON OF THE PROPOSED METHOD
WITH THE GENERAL METHODS

In order to compare the effects of image enlargement
between the proposed method and the general
interpolation methods, we firstly reduce the Flower image
shown in Figure 2 under four minification using the
bilinear interpolation, then enlarge the contractible
images under four times again using the proposed
methods (the shape parameters are set « = =300) and
the general interpolation methods  respectively.
Experimental results of the Flower image using different
methods are shown in Figure 6.

(c) Bilinear interpolation

(d) Bicubic interpolation

(e) Cubic spline interpolation

(f) The proposed method

FIGURE 6 Experimental results of Flower image
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Figure 6 shows that the proposed method can get
better visual effect than the four general interpolation
methods.

For quantitatively comparing the effects of image
enlargement between the proposed method and the
general interpolation methods, we firstly reduce the three
original images shown in Figure 2(d)~(f) under four
minification using bilinear interpolation, then enlarge the
contractible images under four times again using the
proposed methods (the shape parameters are set
a=£=300) and the general interpolation methods
respectively. The PSNR is computed to evaluate every
method, which is listed in Table 1.

TABLE 1 The PSNR of different interpolation methods

PSNR (dB)
Method Lena Barbara Cameraman
Nearest interpolation 324601 31.0211 33.0331
Bilinear interpolation 32.7356  31.2772 32.7071
Bicubic interpolation 33.2165 31.6113 32.9770
Cubic spline interpolation  33.3041  31.6939 32.9835
The proposed method 33.8866  32.0870 33.7275
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Abstract

This paper presents a fast top-down visual attention method to downsize the search space of template matching. Such a method first
generates patterns representing the local structures, and then calculates the pattern distributions representing the template and its
surroundings. From here two separate operations are performed: the "pattern weight" is first introduced, which describes how well a
certain pattern is correlated to the template, and then weights of all patterns are calculated for later reference. This is the "off-line"
operation, and in comparison the "on-line" operation only calculates the pattern of each pixel, whose weights can be indexed
conveniently from the off-line results. With all pixels' pattern weights calculated, the weight image is ready, from which we can
extract the region of interest for subsequent matching. Experiments showed that our method obtained at least 6.21 times speed-ups
over the state-of-the-art methods with little or no loss in performance.

Keywords: template matching, visual attention, top-down attention, saliency, region of interest

1 Introduction

Template matching (TM) is defined as searching for a
sub-window (referred as candidate in the rest of this
paper) that is most similar to a given template in a larger
reference image. The similarity is usually measured as a
cost function, e.g., product Cross Correlation (CC) [1],
Normalized Cross Correlation (NCC) [1, 2], Zero-mean
Normalized Cross Correlation (ZNCC) [1, 3], Sum of
Absolute Differences (SAD) [4], Sum of Squared
Difference (SSD) [5,6], Hamming Distance [7]. NCC
and ZNCC are widely used due to their robustness to
linear brightness variations [3].

The original algorithm of TM needs to search the
entire space to get the best match, which is a time
consuming procedure and thus limits its application in
real-time environments not to mention on devices with
limited computational resources. Much work has been
explored to accelerate the computation of TM, which can
be categorized into two aspects [2]. One aspect is to find
an efficient representation of the template which enables
fast computation of the cost function, e.g., Fast Fourier
Transform (FFT) [1], Walsh-Hadamard transform [5],
and Haar-like binary features [2]. Other techniques aim
to reduce the search space or early prune the
computation where the best match unlikely locates. For
example, lower bound-based methods [5, 8] were used to
accelerate the computation of SSD, while upper bound-
based methods [3, 9-11] were used for NCC. Bound-
based methods were more efficient, yet the order in
which the candidates were examined affected the run
time of the algorithms. A dual-bound method proposed
in [6] obtained the best possible runtime by using a

*Corresponding author e-mail: chengfei.zhu@ia.ac.cn
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priority queue to determine an optimal ordering for
examining the candidates. These efforts obtained high
computation reduction. However, the run time of bound-
based methods is data-dependent and may have no
advantages over full space searching methods in the
worst case.

Visual attention helps humans to fast focus on the
information of interest when dealing with a huge mass of
information [12, 13]. This property encourages
researchers to bring it to machine vision systems. A
considerable amount of research in cognitive science and
computer vision has been conducted to understand and
model visual attention mechanisms. Most of the research
are concentrated on bottom-up attention (also called
stimuli-driven) and relative models are built to analyse,
which parts of the image attract human's attention in free
viewing (for reviews please refer to [12, 14, 15]).
However, the importance of the top-down (or task-
driven) modulation have been emphasized in recent
years [12, 16-18], and the integration of bottom-up
saliency and top-down modulation models have been
widely explored in [12, 16-19]. These models first
computed the saliency maps based on the colour,
intensity, and orientation features. Then top-down
modulation was realized either by increasing the saliency
on the expected location or increasing the weights of
some specific features. Advances in visual attention are
beneficial for solving some challenging problems in
computer vision, e.g. object detection [16, 18, 19],
tracking [20]. Nevertheless, some of these models
involve time-consuming procedures, and current top-
down models are mostly based on the bottom-up stimuli,
which cannot deal with the situations in which the object
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does not generate strong enough stimuli. weight image is controlled by the top-down knowledge,
In this paper, a fast top-down visual attention method  i.e. the appearance of the specific object showed in the
is proposed to reduce the search space of TM. The  template. Experiments show that our method obtains
method consists of two parts: (1) a ROI is extracted  30.90, 6.21, 24.08, 2.97 times speed-ups over a
based on the proposed top-down visual attention model;  sequential implementation of FFTs [22], a state-of-the-
(2) ZNCC-based template matching is performed at each ~ art ZNCC-based method named Two-stage extended-
candidate of the ROI to get the final match. In the first ~ mode Partial Computation Elimination (TPCE) [11], a
part, the proposed method represents the local structure  state-of-the-art SAD-based method named Partial
by patterns and builds pattern distributions for the  Distortion Elimination (PDE) [4] and the highly
template and the background, respectively. Note that, we  optimized implementation based on FFT in openCV
can use a representative image containing the template  (called HFFT for short, see in http://opencv.org),
(see Figure 1) or a set of images (see in Section 4.3) to  respectively with little or no lose in performance. The
empirically evaluate the pattern distribution for the  advantage and novelty of our method mainly include:

background. If a representative image is used, we e Comparing to bound-based methods, the run time
artificially warp the image and build pattern distributions of the proposed method is data independent.

with these warped images to obtain small scale e We propose a top-down visual attention model to
invariance and in-plane rotation invariance. Then, downsize the search space. In this model patterns
pattern weights are calculated off-line by enhancing the represent local structures and the pattern weight
template (referred as the specific object) patterns while describes how well a certain pattern is correlated
suppressing the distracting background patterns to the template. Using patterns as the stimuli and
simultaneously. These weights indicate how well the pattern weights as the strength of stimuli, the top-
patterns are correlated to the specific object. For the on- down control is realized by setting pattern
line process, we only need to calculate the pattern for weights learned off-line.

each pixel in the reference image and get the This paper is organized as follows. Section 2 is an

corresponding pattern weight by indexing in the learned introduction of ZNCC-based TM. Section 3 describes the
model. This is the generation of the weight image. Then, details of the proposed method. In section 4, we verify
the average weight of each candidate is computed by the ~ the method with experiments and compare it with four
integral image [21] and the one with highest average  fast TM algorithms: FFTs [22], TPCE [11], PDE [4], and
weight is the centre of the region of interest (ROI) which ~ HFFT. Section 5 gives the conclusion of this paper.

is extracted for subsequent template matching. The term

i“pﬂ >0

W, =1 Pes

Normalize

A=HF=K C=)

Compute

patterns and quantize

|
|
|
weto [0255] | |
|
|
|

R

The template

| Warped images Top—down saliency control ]
Off-line training I i e T e e T e e e
___________________'_ ____________________________________I
' |
Compute | Tpdexing l
P patterns | el
=% . ZINCC-based |
ROT template |The best match |
— — matching

The average of |
weight image . |

FIGURE 1 The flowchart of the proposed method. The red rectangle denotes the specify object to be detected (i.e. the template)

2 Template Matching Using ZNCC respectively. The size of | is MxN pixels, while the size

of T is mxn pixels, where m<M and n<N. The similarity
Let I and T denote the reference image and the template,  between T and 1 at location (x,y) can be given by:
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D iy + )= O YT ) = ()] , 1)

ZNCC(x,y) = e
VE LSk + )=t [ X ST D) - TP
where
1
pX,y) =—
mn

The original full searching algorithm needs to scan
the whole reference image and computes the ZNCC
values for all candidates. Therefore, the total computation
includes mnJ additions and mnJ multiplications, where
J=(M-m+1)x(N-n+1) is the number of candidates. It can
be reduced to 6MNIog2(MN) additions and 6MNIlogz(MN)
multiplications by using FFT [1].

3 The Proposed Top-Down Visual Attention Method

In this section, we first introduce the calculation of local
structural patterns. Then, the proposed visual attention
model is established by estimating and analysing pattern
distributions for the template and the background using a
representative image. At last, we describe the detection
procedure from reference images based on the acquired
visual attention model.

3.1 LOCAL STRUCTURAL PATTERN
REPRESENTATION

Intensity, colour and orientation have been commonly
used in visual attention computational models [12]. In
this study, we use binary strings as an efficient
representation of patterns and use patterns in our attention
model. This idea comes from the Local Binary Patterns
(LBs) [23], which own two advantages. First and most
importantly, the feature space of LBs is a finite set, which
enables us to establish a table to save the properties of
patterns. Thus, once the properties (i.e. pattern weights)
have been learned from the representative image off-line,
we can get the weight of a certain pattern in the reference
image by indexing. Secondly, LBs are more robust to
illumination changes [23] than intensity and colour
features, and more efficient than orientation features
which often involve convolutions with Gabor filters.

LBs, first introduced by Ojala et al. [23], encode the
pixel-wise information in an image, and have been
widely used in texture classification [24] and face
recognition because of its simplicity, efficiency,
grayscale invariance and satisfactory discrimination [25].
LBs describe the relationship between the centre z. and
its P neighbours zo, z1,..., zp-1 (See Figure 2(a)). Formally,

1,x>0

LBP,, =Y os(1(z) - 1(z)2,  s(x) ={0' o @

> S Ly + ) = 3 S TG ). @

where 1(z) denotes the grayscale value at pixel z. A
threshold t is used as follows [25] (t =3) to increase the
robustness in flat areas:

LBR,, = s(1(z)—1(z,) +1)2". 4)
In this study, we make some changes to the sampling
points as follows: 16 points are sampled around the centre
similar to the DAISY configuration [26] as shown in
Figure 2(b). Two rings are used to make the local
structural pattern more distinctive. Six points are sampled
equally on the inner ring while ten points are sampled
equally on the outer ring. The radius of the inner ring is r,
while that of outer ring is 2r. Experiments showed that
setting r=5 can obtain the best performance. We use a
Gaussian weighted sum of the grayscale value in the
neighborhood instead of the grayscale value at pixel zc
and z;, i =0, 1, ...,15 to deal with local distortions. The
weighted sum is realized by a convolution with a 3x3
Gaussian kernel [1 2 1][1 2 1], where []7 is matrix
transpositlonx

o o o‘ ‘o

[ \ ‘ N
L e S
) Y
\ 24 ) ( Ze ) —»{ Z)
4 - -
i P
\
(z) () .
57 ~—
F
(24 .
A 4

(a) (b)

FIGURE 2 (a) The centre pixel z; and its eight neighbours on the ring of
r for P=8; (b) The configuration of DAISY_LBP. The small yellow
circle denotes the centre; the large green circles denote 16 sampling

points and the size of these circles corresponds to the smoothing range
to deal with local distortions

The convolution only needs four additions and two
multiplications for each pixel. Three convolutions with
this kernel are used for sampling points on the outer ring,
while two and one for points on the inner ring and the
center point, respectively. Using (4), we get a 16-bit
binary pattern f ( f€[0,65535] ) termed as DAISY_LBP.

3.2 THE PROPOSED TOP-DOWN VISUAL
ATTENTION MODEL

The basic insight of our model is that a pattern f gets

\ Computer and Information Technologies
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more saliency thus rewarding a higher weight if it takes
place more frequently in the target than in background.
Inspired by this insight and the saliency using natural
image statistics model (SUN) [27] which performed well
in predicting people's fixations in free viewing, we set up
our top-down visual attention model. Let C=1 denote a

Shen Yiping, Li Shuxiao, Zhu Chengfei, Chang Hongxing

point belonging to the target, C=0 denote that of the
background, L denote the location of a pixel, and F
denote the pattern of a pixel. Assuming that patterns and
locations are independent, and conditional independent
for given C=1, the saliency s, can be defined as:

p(F =f,|C=1)
s,=p(C=1|F=1,,L=l))=—+—=p(C=1|L=1), 5
. =PC=1F=1,L=l,) S(F=f) pC=1|L=l,) (5)
where f; is the pattern at pixel z. Since we have no priors calculated as:
about the location of the target, p(C = 1|L = z) can be
ignored in (5). So (5) can be rewritten as: / >0

w, = { Pa/ Pexr Py . %
0, pk = 0

s,=p(F="f,|C=D)/p(F=f,), (6)
Using (6), we need to evaluate the pattern
distributions for both the target and the background. The
resulting saliency thus enhances the patterns of the target
while it suppresses the patterns of distracting background.
Note that useless target patterns are also suppressed if the
background activates the same patterns more frequently.
In our work, the pattern distribution for the target is
evaluated using the template, while the distribution for
the background is estimated using a representative image
or a set of images. Let px, k=0,1,... ,65535 be the
probability of f,=k in the target (the numerator in (6)), pck
be the probability in the background (the denominator in
(6)}), then the weight wy of the pattern k=f, can be

TABLE 1 Algorithms for off-line training and on-line detection

In this way, wy implies the top-down control to the
generation of the weight image.

We compute the whole set of wy, k=0,1, ...,65535 for
a given template, and save them in a table during the off-
line training phase. We also artificially warp the
representative image to obtain small scale (0.85,1.15) and
in-plane rotation(-15°,15°) robustness. 7 scale bins and 7
in-plane rotation bins are used in steps of 0.05 and 5°,
respectively, yielding 49 warped images. At last, w,
k=0,1, ...,65535 is normalized and quantized to [0,255],
which can be saved in a byte. The training phase is
summarized in Table 1.

The off-line training algorithm

Input: a representative image Irep and a template. Output: the top-down visual attention model W={w, |k=0.,1, ...,65535}.

(1) Warp Irep using scale and in-plane rotation transform to get 49 images: lrep,1, lrep2, ---»lrepas:

(2) Fori=1,2, ...,49, compute DAISY_LBP at every pixel in l,,;. Compute the histograms of patterns in the template hist, and the representative
image hist.

(3) Fork=0,1, ...,65535, compute px and pcx from hist, and hist,., and calculate wy according to Equ. (7).

(4) Normalize and quantize wy to [0,255].

The on-line detection algorithm

Input: the reference image lrr, and model W={wy, |k=0,1, ...,65535} Qutput: best matching position and score.

(1) Compute DAISY_LBP at every pixel in image s,

(2) Assign wy, to pixel z to generate the weight image.

(3) Asliding window is run across the weight image to get the location (Xt Yop) With maximum average weight by the integral image.
(4) Extract the ROI.

(5) HFFT is performed within the ROI to yield the final match.

3.3 FAST DETECTION FROM REFERENCE IMAGES
BASED ON THE SALIENCY MODEL

For the on-line detection phase, we first get the
DAISY_LBP f, for each pixel z in the reference image.
Then, a weight image is generated by assigning wy, to
pixel z. Let the size of template be mxn. A sliding
window of mxn is used to get the average weight of each
candidate, which can be accelerated by the integral
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image. The candidate with the maximum average weight
is considered as the centre of ROI, denoted by (Xopt, Yopt)-
The size of ROI is decided according to the experimental
results of the Euclidean distance between the ground truth
and (Xopt, Yopr), Which will be discussed in section 4.1.
Finally, HFFT is performed within the ROI to yield the
final match. The on-line detection phase is summarized in
Table 1.

\ Computer and Information Technologies
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Therefore, the computation of the on-line phase
includes three convolutions with a 3x3 kernel (12MN
additions and 6MN multiplications), the computation of
patterns (L6MN comparisons), the integral image (4MN
additions), the average weight (4MN additions and MN
comparisons) and TM within ROl (6WHIlog.(WH)
additions and 6WHIlog2(WH) multiplications with the
size of ROl WxH pixels). The proposed method
eliminates J-Jroi candidates with an overhead of 20MN
additions, 17MN comparisons and 6MN multiplications.
Here J and Jroi denote the numbers of candidates in the
reference image and ROI, respectively. In comparison,
FFT needs 6MNIog2(MN) additions and 6MNIogz(MN)
multiplications.

4 Experimental results

4.1 EXPERIMENTS ON IMAGES WITH GAUSSIAN
NOISE

Dataset. Forty images with size 640x480 are randomly
chosen from MIT database
(http://people.csail.mit.edu/torralba/images/), which is
mainly concerned with indoor and urban scenes (see
Figure 4). Five different levels of Gaussian noise with
peak signal-to-noise ratio (PSNR) values of 27, 24, 21,
18, and 15 are added to each image of the dataset,
respectively. Two template sizes 50x50 and 100x100
are used, and for each size 10 not-too-smooth templates
are randomly chosen from each image. Therefore, there
are 4000 matches in total (a ma;cig is defined as the

Shen Yiping, Li Shuxiao, Zhu Chengfei, Chang Hongxing

most similar candidate found in a reference image).
Results. We evaluate the performance of the proposed
method with different Gaussian noises as well as different
configuration of P sample points described in Section 3.1.
For P =8, the original LBs are employed; for P =12, the
configuration of two rings with six points equally
sampled on each ring is performed; and for P =16, the
configuration is depicted in Figure 2(b). We compute the
Euclidean distance d between the ground truth and the
centre of the ROl (Xopt, Yopt), and draw the curve of
#(d<x)/ Total to x for each noise level as depicted in
Figure 3. Here, #(d<x) denotes the number of matches
with d<x and Total (Total =40x10) denotes total matches
in the experiment with the same noise level and P. We
can see that (Xopt, Yopt) iS closer to the ground truth with
larger P. We do not investigate larger P than 16 (e.g. 32)
because it needs too much memory for the weight tables.
Thus, the suggested value of P is 16 for our method.
When P =16, more than 75% and 89.5% of the total
matches can be found whose distance is less than 10
pixels on sizes 100 x 100 and 50 x 50, respectively, and
more than 98.25% and 99% of the total matches whose
distance is lesser than 50 pixels on sizes 100100 and
50%50, respectively. The size of ROI is set to be (m+99)
x (n+99) for the following experiments according to this
experiment, where mxn is the size of the template.
Therefore, the number of candidates in ROI is
100x100=10000. Note that a smaller size of ROI contains
less candidates in ROI thus leads to less computation.

However, it may miss the most promising candidate.

P=12 P=16

0.8 1

%0.9 S 88 7 808 /"
50%50 504 // 0.6 | £0.6
5 / 204 04
I/ =9
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FIGURE 3 The results with Gaussian noise. The X-axis corresponds to the Euclidean distance d between the groundtruth and the center of extracted
ROI (Xopt, Yopt)- The Y-axis equals to #(d<x)/Total, where #(d<x) denotes the number of matches with d<x and Total (Total =40x10) denotes total
matches in the experiment with the same noise level and P

4.2 EXPERIMENTS ON IMAGES WITH
TRANSFORMATIONS

In this section, we compare our method with FFTs [22],
TPCE [11], PDE [4] and HFFT. Demos for FFTs,
TPCE and PDE are available at
http://cvlab.lums.edu.pk/pce. The parameters of TPCE
are set according to [11]. All algorithms are based on
ZNCC except for PDE, which is a full search
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equivalent SAD-based algorithm. Five transformations
were evaluated similar to [7]: small in-plane rotation,
small scale changes, illumination changes, blur, and
JPEG compression. All algorithms are implemented in
C++ and run on an Intel Core2 Duo CPU E4400 2.00
GHz/2G RAM computer.

Dataset. The dataset is from OX database
(http://lwww. robots.ox .ac.uk/~vgg/research/affine/). We
use three groups of images (see Figure 4), which are
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designed to test the robustness to illumination (Leuven),
blur (Bikes), and Jpeg compression (Ubc). Six images in
each group, we choose the first as the representative
image and run the algorithms in the other five images. To
evaluate the robustness to small geometrical changes, we
create two data sets for scale and rotation changes. For
small scale changes, Graffiti is warped to generate 10
images with scale randomly chosen in [-0.85, 1.15], and
for in-plane rotation changes, Boat is rotated to yield 10
images with rotation angles in [-15°, 15°]. Therefore, we
have five groups to evaluate these algorithms under the
five transformations. For each group, five template sizes
(32x32, 50x50, 64x64, 100x100, 128x128) are used and
40 templates are randomly chosen for each template size,
yielding 7000  (5%x(40x5%3+40x10x2))  matches.
Templates with a standard deviation smaller than 60 are
skipped to avoid the flat regions such as the blue sky in
Ubc. Note that the templates are extracted from the
representative image.

Results. Let "ROIR", "FINALR" denote the results of
ROI extraction and the final results of proposed method,
respectively. We can easily obtain the location of the best
match according to the true homography between the
representative image and the reference image. The
Euclidean distances d between the ground truth and the
results by these algorithms are computed. We regard a
match as a correct match if d is smaller than five pixels
(meaning that the intersection of the detection and the
ground truth exceeds 84% of the ground truth). The
detection rate is defined as the number of correct matches
with respect to the number of total matches. The speed-
ups over FFTs in run time is defined similar to [11].
Results are showed in Figure 5. Note that the similarity

Leuven Bikes

Ubc
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threshold pi of TPCE is empirically set to 0.9, meaning
that TPCE will skip the candidates with a similarity
smaller than 0.9, which explains the low detection rates
of TPCE. A smaller pin may increase both the detection
rate and the run time. For example, setting pw =0 will lead
to full search equivalence. We do not consider smaller pt
but use the parameters in [11] if not specify. As showed
in Figure 5, comparing with ZNCC-based algorithms, the
detection rates of PDE are less than 0.38 for Leuven,
indicating that SAD is not robust to illumination changes.
Our method yields the same or very close detection rates
as the full search ZNCC-based algorithms (FFTs and
HFFT) for Leuven, Ubc and Graffiti, and performs better
for Boat on sizes smaller than 100x100 indicating its
robust to small in-plane rotation. However, our method
obtains a lower detection rate than FFTs for Bikes on
sizes larger than 50x50 because images with deep blur
lose many textures and DAISY_LBPs are not good at
discriminating local texture-less structures. The detection
rate of our ROI extraction model for Boat is highest on
sizes larger than 32x32 because the model is designed to
be robust to small in-plane rotation ([-15°,15°]) while TM
is not. For speed-ups over FFTs, our method obtains the
highest speed-ups for our model can eliminate 97.78% of
the candidates. HFFT obtains the second highest speed-
ups except for Ubc on the size 32x32. The average
computation elimination for TPCE and PDE are 90.18%,
73.40%, respectively, which explains that TPCE is faster
than PDE. The average speed-ups of our method over
FFTs, TPCE, PDE and HFFT are 30.90, 6.21, 24.08, 2.97
times, respectively.

Graffiti

FIGURE 4 Images from MIT database (the first row) and images from OX database (the second row)
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FIGURE 5 Detection rates and speed-ups over FFTs in run time for images with illumination changes (Leuven), blur (Bikes), JPEG compression
(Ubc), small scale changes (Graffiti) and small in-plane rotation (Boat)
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FIGURE 6 Comparison of the detection rate using a representative image and that using randomly chosen images to estimate the pattern distribution
of the background

4.3 EXPERIMENTS WITH RANDOMLY CHOSEN
IMAGES AS BACKGROUND

In the former experiments, a representative image is utilized
to evaluate the pattern distribution of the background.
However, there are cases that only a template is available. In
this case, we can randomly choose a set of images to
evaluate the pattern distribution of the background. In this
experiment, 40 images mentioned in Section 4.1 are used to
evaluate pck, k=0,1,...,65535. We repeat the experiments in
Section 4.2. The differences of detection rates are illustrated
in Figure 6. Let "pFINALg:" and "pFINALg." denote the
detection rates in Section 4.2 and section 4.3 of the proposed
method, respectively. As we can see, pFINALg, are exactly
the same as pFINALR; for Boat, and very close to pFINALRg;
for Leuven, Ubc, Graffiti and Bikes. Let |x| denote the
absolute value of x. The maximums of |pFINALg,-
pFINALR;| are 0.025, 0.090, 0.020, 0.060, 0.000 for Leuven,
Bikes, Ubc, Graffiti and Boat, respectively. In all, using
randomly chosen images to estimate the pattern distribution
of the background does not have obvious influences on the
performance of our method. Using the pre-computation of
Pek, k=0,1,...,65535, the training phase only needs to
compute px, which will further reduce the training time to
less than 0.20 seconds for template size 128x128.

5 Conclusions

This paper proposes a fast top-down visual attention
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method to downsize the search space of TM. A texture
pattern namely DAISY_LBP is first introduced, which
is efficient to compute and robust to noise and local
distortions. The pattern is used in the top-down visual
attention model, and the pattern weight describes how
well a certain pattern is correlated to the specific
template. Using patterns as the stimuli and the pattern
weights as the strength of stimuli, the top-down control
is realized by setting the pattern weights learned off-
line. Experiments show that our method obtains 30.90,
6.21, 24.08, 2.97 times speed-ups over FFTs, TPCE,
PDE and HFFT, respectively with little or no loss in
performance.

Our current method relies on a single ROI. In future
work, several ROIs can be extracted to further improve
the detection rate. The number of ROIs and the size of
ROIs should make a compromise for efficiency. We will
investigate the effects of these two terms. Efforts will
also be given to the integration of colour and texture
features into the algorithm for performance
improvement.
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Abstract

An event structure acts as a denotational semantic model of concurrent systems. Action refinement is an essential operation in the
design of concurrent systems. However, there exists an important problem about preserving equivalence under action refinement. If
two processes are equivalent with each other, we hope that they still can preserve equivalence after action refinement. In linear time
equivalence and branching time equivalence spectrum, step equivalences, which include step trace equivalence and step bisimulation
equivalence are not preserved under action refinement [17]. In this paper, we define a class of concurrent processes with specific
properties and put forward the concept of clustered action transition, which ensures that step equivalences are able to preserve under

action refinement.

Keywords: event structure, action refinement, concurrency, step equivalence, clustered equivalence

1 Introduction

In order to model concurrent systems, we hope to have
formal method for hierarchical structure. Action
refinement is the core operation of the hierarchical
method, which interprets an action in higher abstract
layer with a process in lower layer, hence reduces the
level of abstraction and eventually reaches its
implementation layer. In the development course from
top to bottom of concurrent system, we must first build
models, which depict the system with description
language of top layer; subsequently, according to these
descriptions, we complete its implementation. This
course often requires equivalence notion to verify the
correctness of implementation of system. More
concretely, assuming that P represents the descriptions of
system and Q represents its implementation, if P is

equivalent with Q (expressed as P ~Q), then this shows
that Q is correct. In development, the description P of a

system can be refined layer-by-layer; accordingly, its
implementation Q can be converted from framework

into code or electronic components. Only the description
and its implementation at all levels are required to
maintain equivalence so as to ensure correctness of its
implementation. This leads to an important question what
kind of equivalence is maintained under action
refinement, that is, if two concurrent systems are
equivalent with each other, we hope that they still can
preserve equivalence after action refinement.

* Corresponding author e-mail: himrwujz@126.com
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Vogler [31, 33] first raised the basic thought of
preserving equivalence under action refinement. Czaja,
Van Glabbeek and Goltz [34] demonstrated that if
interleaving bisimulation equivalence doesn’t produce
choice operations or action self-concurrences after
actions are refined then it can preserve equivalence under
action refinement, but interleaving trace equivalence still
cannot preserve .Goltz and Wehrheim [30] proved that
history preserving bisimulation is consistent with global
causal dependencies, but they did not further discuss
about the problem how to preserve equivalence under
action refinement, and did not discuss that there are other
situations under environment of action independencies.
At last, in paper [17] Van Glabbeek and Goltz
summarized that research results of action refinement in
recent ten years, gave a detailed explanation for
preserving equivalence problem under action refinement,
and proved that interleaving equivalence cannot preserve
under action refinement in general, but did not discussed
further. Moreover, no work further discusses preserving
problem under action refinement of step trace
equivalence and step bisimulation equivalence. In this
paper, we define a class of concurrent processes with
specific properties and put forward the concept of
clustered action transition, which ensures that step
equivalences are able to preserve under action refinement
in the absence of constraints.

2 Event structures and action refinement

Assume that Act be a set of actions.



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 94-101

Definition 2.1 A event structure P is a 5-tuple
(E.<#Al), where

E is the set of events;

<c ExE is irreflexive partial relation, and satisfy the
rule of finite causes that Ve < E : {ele E|el<e} is finite;
In addition, its inverse “<” is expressed as “>";

#c ExE isirreflexive and finite conflicting relation,
and satisfy the rule of inheriting of conflict that
Vel,e2,e3cE:el<e2 A el#e3=e2#e3;

AcExE is irreflexive concurrent relation,
altogether with < and # to satisfy the principle of partition
that <U#JA=ExE :

elAe2 < —(el=e2vel<e2ve2<elvel#e2);

| : E — Act is a label function of actions.

In this paper, let S stand for the set of all event
structures.

Definition 2.2 Let P, Q €S . A relation between P

and Q is called isomorphic (expressed as P = Q ) iff
there exists an bijection between their sets and preserves
corresponding relations with <, #, A and same
corresponding labels.

Unless specified, we do not discriminate isomorphic
event structures.

The behaviour of event structure is depicted with
configuration which is the set of events with specific
properties. Configurations are considered as possible
states of system. The following is its definition.

Definition 2.3 Let X be a subset of the set E,, of all

events in event structure P .

(D) X is left
Vel,eeE:ee X nel<e=ele X ;
(2)X is conflicted-free iff P|, is conflicted-free;

(3)X is a configuration iff X is not only left closed but
also conflicted-free.
Here, let C (P) represent the set of all configurations

in event structure P .
A configuration X (X e C(7P)) is called successfully

terminated configuration iff
VeeE:eg X =>Jele X :el#e.

The event structure is also often represented with
graph, where —, --- stands for casual relation and
immediately conflict relation in event structure
respectively, inheriting conflict relation, which is not
considered and independent relation is not explicitly
expressed.

Example 2.1 The system P =(alb)+(c;b;d) |,

executing either a,b concurrently or c,b and d
sequentially, can be described by the event structure with
events el,e2,e3,e4,e5 with I(el)=a, I(e3l)=c ,
1(e2)=1(e4)=b, 1(e5)=d , where elAe2,e3<ed<e5,

closed iff
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each of el,e2 is in conflict with each of e3,e4,e5. This
event structure is expressed as below.

FIGURE 1 The event structure

Its configurations @, {el},{e2} ,
{el,e2},{e3} {e3,e4} {e3,e4,e] ,
{el,e2},{e3,e4,e5} are terminated configurations.

Basic thought of action refinement is: replace an
action in higher layer with a process in lower layer, do it
layer by layer, until get detailed design or implementation
of system.

Definition 2.4 A function ref : Act > E—{Q} is

called a refinement function of event structure, iff
Va e Act : ref (a) is not empty, finite and conflict-free.

are

where

Let PeS. ref (P) is an event structure defined as
follows:

Evet(p) = {(e,e’)‘e €Ep.e'€E ) } : (1)
(eL el’) <y (€2,€2) iff €l <,
' ’ ' (2)

e2orel=e2nel e (1 (e1) e2
(elel’) e p) (e2,e2') iff el#, e2, ©)
(eLel') A (€2,62") iff elAe2 or

’ ’ ' (4)
el=e2nel'A (1p (1) e2
Iref(”P) (e’ e,) = Iref(l,, (e)) (e’) ) (5)

Example 2.2 Continue with Example 2.1. Assuming
that ref (b) = (bl; b2) + b3, the event structure after action

refinement is expressed as Figure 2.2.
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FIGURE 2 The event structure after action
refinement

In the process of action refinement, each event e
labelled by b is replaced by a disjoint copy, P, of
ref (b), i.e. the event e2 is replaced by (e22;e23)#e21
and the event e4 is replaced by (e41;e42)#e43 [17]. The
causality and conflict structure is inherited from P : all
events which were casually before e will be casually
before all events of P,, every event, which casually
followed e will casually follow all events of P,, and all

events in conflict with e will be in conflict with all the
events of all events which were casually before e will be
casually before all events of P,.

3 Step equivalences

Step equivalences embody step trace equivalence and
step bisimulation equivalence. To begin with, we give the
definitions of single action transition and step action
transition by comparison.

Definition 3.1 Let PeS . A transition relation

X —2—>p X' is called single action transition iff
aeAct,X,X'eC(P), X =X’ : and
JecE, : X'-X=¢l,(e)=a.

Here, X —2—>» X' denotes that the state expressed
by Configuration X turns into the one expressed by
Configuration X after performing single action a in
event structure PeS.

Definition 3.2 Let P eS. A transition X —2—> X’
is called a step action transition iff Ae N ie., A is
multiple  set  in  Act, X,X'eC(P)

XX, X'=X =G, to make vVd,eeG:d A, e and
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,(G)=A |, 1, (G)e N™ by
) =

1 (G)(a)=[{e<G|1n (e)=a.

Here, X —2— X' means that in event structure P,
after independently executing all actions of set A, the
state expressed by configuration X is changed into the
one expressed by configuration X'.

According to the above-mentioned definitions,
obviously there is following proposition.

Proposition 3.1 A single action transition is also a
step action transition.

Proof is omitted.

where is given

Then, we define trace and interleaving trace
equivalence, step trace and step trace equivalence by
comparison.

Definition 3.3 Let 7PeS A word

W=a,---a, € Act* is called a trace of event structure
P iff  3X,,---, X, €C(P): Xy =&
X, —2—>X,,i=1--

Here, trs(’P) represents the set of all traces in event

structure P .
Definition 3.4 Let P,Q <S. A relation between P

and @ is called interleaving trace equivalence (expressed
as P, Q)ifftrs(P)=trs(Q).

and

,n.

Definition 35 Let 7PeS A sequence
W=A--A (AeN* (i=1-,n)) is called a step
trace of event structure P iff
X, X, €C(P): X, =D and

Xy —A X,,i=1---,n is astep action transition.
Here, steptrs (’P) represents the set of all step traces

of event structure P .

Definition 3.6 Let P,Q <S. A relation between P
and @ is called step trace equivalence (expressed as
P ~, Q) iff steptrs (P) =steptrs (Q).

Furthermore, we define interleaving bisimulation
equivalence and step bisimulation equivalence by

comparison.
Definition 3.7 Let P,QeS A

RcC(P)xC(Q) is called a interleaving bisimulation
between P and Q iff (J,J)eR and if (X,Y)eR
then

X—2>, X'jaeAct=3Y":
Y—255Y' A (X',Y')ER,

Y — oY aeAct = 3IX":
X—25p X" A (X',Y')ER.

A relation between P and Q is called interleaving

bisimulation equivalence (expressed as P =, Q ) iff
there exists a interleaving bisimulation between them.

relation
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Definition 3.8 Let P,QeS A relation
Rc C(P)xC(Q) is called a step bisimulation between
P and Q iff (&, F)eR andif (X,Y)eR then
X—25p X', Ac N =3Y":
Y —250Y A (XY')eR;
Y —250Y , Ae N =3X":
X—2 5, X' A (X',Y')GR.
A relation between P and Q is called step

bisimulation equivalence (expressed as P~ , Q ) iff

there exists a step bisimulation between them.

According to the definitions of trace equivalence and
bisimulation equivalence, obviously there are following
two propositions.

Proposition3.2 P~, Q=Px, Q.

Proposition3.3 P~y Q=P =, Q.

The paper [17] has showed that step bisimulation
equivalence and step trace equivalence cannot preserve
under action refinement. The following proposition
shows that if no independency exists in event structure
then step equivalences (include step trace equivalence
and step bisimulation equivalence) are able to preserve
under action refinement.

Proposition 3.4 Let P,Q €S, let ref be a refinement

function. If independency between events in an event
structure is such that A, = A, = then

(1) P, Q= ref(P) =, ref(Q).

(2) P=, Q=ref(P) =, ref(Q) .

Proof (1) Because A, =A, =, any transition in
event structures P and Q is single action transition.
Also, by proposition 3.1, P~, Q< P=, Q. By
proposition 3.5(1) [31], P =, Q= ref(P) =, ref(Q) ,
namely, trs(ref(P)) =trs(ref(Q)) . In P and Q, every

action label is exactly the same and is refined in the same
way; moreover, A, =A, = . Hence, there exist same

multiple action sets where actions are just concurrent in
ref(P) and ref(Q). So we arrive at the conclusion that
steptrs(ref(P)) = steptrs(ref(Q)) , namely
ref(P) =, ref(Q).

Proof (2) Because A, =A,=J, any transition in
event structures P and Q is single action transition.
Also, by proposition 3.1, P, Q< P~, Q . By
proposition 3.5(2) [31], P =, Q= ref(P)~, ref(Q) .
In P and Q, every action label is exactly the same and
is refined in the same way; moreover, A, =A,=J .

Hence, there exist same multiple action sets where
actions are all concurrent and branching time properties
of corresponding action are just the same in ref(P) and
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ref(@) . So we arrive at the conclusion that
ref(P) ~,, ref(Q) = ref(P) =, ref(Q).

4 Clustered action transition

We introduce new one class action transition, where A is
multiple set in action set Act and all actions within A
independently perform with each other. We call this
multiple set A as a clustered action and call this class
transitions as clustered action transitions that is in fact
one kind of special step action transition. With clustered
action transitions, we construct two new types of
equivalence.

Definition 4.1 Let P eS. A transition X —2—> X'

is called a clustered action transition iff Ae N** (i.e., A

is multiple set in Act),
X,X'eC(P),X = X', X=X =G, the events in set G
satisfy:

1) entire independency of causes:
vd,ecG:(d A, e)/\({e1 €Eple Ay efUfe} =
{e €Ep e, Ap dJU{d} =G) and 1,,(G) = A;

2 same causality:

Ve, €E,\G,3e, €G:(e, <e, = Ve, €G:e <e;)
v(e >e,=>Ve, eGieg >e,);

3) same conflict relation:
Ve, €E,\G,3e, eG: (e #e, = Ve, €G e #e,)
Here, I, (G)eN™ results from

l, (G)(a) =|{e <G|l (e) =a}| .

Clustered action transition X —2— X' represents
that after independently executing all actions of set A, the
state expressed by configuration X is changed into the
one expressed by configuration X' in event structure
P.
Example 4.1 In a simple process

K=(allb);(clid)+f, its actions names corresponds to
events e, e,, €

c !

e, and e, respectively. Assume that

event structure model P of process K is P , figure 4.1

describes all single action transitions and configurations
of B , whereas figure 4.2 describes its all clustered

action transitions and configurations. Find from
comparison of two figures that when arriving at

configuration {e,, e,, €., e}, there exists 10 possible

transitions in figure 4.1, however there exists only 2
clustered action transitions in figure 4.2 .

This example shows that clustered action transitions
can simplify the system expressed by single action
transitions. If applying this thought to simplify systems, a
lot of good results may acquire.
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FIGURE 4 Clustered action transitions in a event structure

Definition 4.2 suppose that € is an event in event
structure P . Independency set of cause on e go(e) :
including itself of e , is defined as
p(e)={e, €E, e A, e}U{e}.

In order to study the follow-up problems, we give a
proposition in advance.

Proposition 4.1 Let PeS. If all transitions in P
are clustered action transitions then

(1) VdeE, =>3(X—2>X"): p(d)=G, where
AeN™ | X,X'eC(P), XX, X'-X=G
I, (G)=A;

and
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2 V(X—5X')=3deE,:G=¢(d), where
AeN™ X,X'eC(P), X=X X'-X=G
I, (G)=A;
@) U,.., 2(e)=E5:
(4) Ve,e, cE, e %€, A
—(e, Ae,)=9e)NoE,)=T.

Proof Conclusions (1), (2) and (3) is very easy to
reach, omitted here. Only give proof of (4). If

o(e)Ne(e,) = then Je e p(e,)Ne(e,) . By definition
4.1, we obtain ¢(e) = p(e,) = p(e,) , consequently obtain

and

either el A e2 or el=e2 This  contradict  with
e #e,A—(g Ae,) Accordingly, arrive at the
conclusion that

ve,e, €E, e #e, A _‘(el Aez)2>¢(el)ﬂ¢(ez):®-

The above proposition shows: If all transitions in an
event structure are clustered action transitions then all
independent actions involved in a clustered action
transition are seen as a “big” action, its corresponding
events can be thought of as a “big” event. Hence, not only
no independency between events exists in this event
structure but also independency sets of cause divide set of
events into different parts, which induces an equivalence
relation in set of events of this event structure.

Here, clustered action transition is a special kind of
step transition. The fact that there exist entire
independency of cause in a clustered action transition
means that an action only belongs to a certain clustered
action and is not shared with other clustered action. For

example, in the process (a;b)||c , action ¢ may belong to

two clustered actions i.e. {a,c} and {b,c}, hence the

event structure corresponding to this process cannot
satisfy the requirement of entire independency of cause.
Thus, the transitions here are not clustered action
transitions but general step action transitions. This

exactly is the reason why process (a;b)||c is step trace
equivalence with process (allc);b+a;(bjc), but step

trace equivalence cannot hold under action refinement.
On the contrary, independent events in clustered action
transition possess same causal relation and same conflict
relation, so every clustered action can be seen as a “big”
action. These advantages ensure that equivalence based
on clustered action transition can hold under action
refinement. Accordingly, we introduce concept of
clustered action transition equivalence.
Definition 4.3 Let 7PeS

W=A A (A e N~ (i::L---,n))
clustered trace of event  structure
HXO,---,XneC(’P):XO:Q

X, —A—X,,i=1---,n isa clustered action transition.

A
is

sequence
called

P

a
iff
and
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Here, Clusteredtrs (P) represents the set of all

clustered traces of event structure P .
Subsequently, we define clustered trace equivalence.
Definition 4.4 Let P,Q S, all transitions in P

and Q be clustered transitions. Let Clusteredtrs(7)and

Clusteredtrs (Q) be the sets of all clustered traces of P,
Q respectively. A relation between P and Q is called
clustered trace equivalence (expressed as P =, Q) iff
Clusteredtrs (P) =Clusteredtrs (Q).

The following propositions show that clustered trace
equivalence is accordance with step trace equivalence in
given conditions.

Proposition 4.2 Let P,Q S .If all transitions in

event structures P and Q are clustered action
transitions then P~, Q< P~, Q .

Proof By definition 3.2 and definition 4.1, we draw
the above conclusion at once.
Proposition 4.3 Let P,QeS. If all transitions in

event structures P and Q are clustered action
transitions then P~, Q=P=, Q .

Proof By definition 4.1 and proposition 4.1,
VA, A (@i=1---,n, j=1---,n, i# j) inaclustered trace,
then all actions in A are independent of those in A, .
Performing of each action in A does not interfere with

those A Consequently,

Clusteredtrs (P) = Clusteredtrs (Q) = trs(P) =trs(Q)
Jie. P, Q=>Px, Q.

Provide that W=A---A |, A eN™
(i=1---,n) be a clustered trace, and |A| stand for the

number of elements, then the clustered trace W
corresponds to [A|! x|A,|! x---x|A |! general traces. In

in vice  versa.

where

example 4.1, the clustered trace {a,b}{c,d} corresponds
to 4 (namely, [{a,b}{x[{c,d}|t=21x21=4 ) general

traces abcd, abdc, bacd, badc.

After discussing clustered trace equivalence, we begin
with another new class of equivalence and study whether
they can maintain under action refinement or not. This
class of equivalence is designated clustered bisimulation
equivalence. The following provides for its definition.

Definition 4.5 LetP,Q S, let all transitions in P

and Q be clustered action transitions. A relation
RcC(P)xC(Q) is called a clustered bisimulation
between P and Q iff (J,J)eR and if (X,Y)eR
then

X—25p X', AcN™ =
Y'Y —255Y' A (X" Y)eR;
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Y2 55Y,AeN™ =
XX —Lsp X' A (X',Y’)eR.
A relation between P and Q is called clustered
bisimulation equivalence (expressed as P~y Q) iff

there exists a clustered bisimulation between them.

Obviously, by definition 4.5, we come to a decision
that P, Q=P~=, Q.

Proposition 4.4 Let P,Q S . If all transitions in
event structures P and Q are clustered action
transitions then P~, Q <P~y Q.

Proof is omitted.

The above proposition shows that clustered
bisimulation equivalence is consistent with step

bisimulation equivalence under certain conditions.
Proposition 4.5 Let P,Q S . If all transitions in

event structures P and Q are clustered action
transitions then P~, Q=>P=, Q.

Procedure of proof is similar to that of proposition
4.3, omitted here.

5 Preserving of step equivalences

The paper [17] has demonstrated that step equivalence
cannot preserve under action refinement in the general
case. However, proposition 3.4 shows that step
equivalence without concurrency can preserve under
action refinement. This part will extend proposition 3.4
and show that in the presence of concurrency, step
equivalence may preserve under action refinement in
given conditions.

Proposition 5.1 Let P,Q €S, let ref be a refinement

function. If all transitions in event structures P and Q
are clustered action transitions then

1) P =, Q= ref(P) =, ref(Q);

(2) P~, Q=ref(P) =, ref(Q).

Proof (1) By proposition 4.2, P~, Q=>P~, Q.
By definition 4.1 and proposition 4.3, firstly, each
clustered action transition corresponds to many single
action transitions formed by interleaving performing of
clustered actions; Secondly, when single action is refined,
the corresponding clustered action is refined; Thirdly,
Concurrent actions involved in per clustered action can
be seen as one action, accordingly, their corresponding
events also can be seen as one event. Therefore, by this
treatment, there is not independency of cause in this event
structure. Hence, we derive from proposition 3.4(1) that
P=, Q=P~, Q=ref(P) =, ref(Q).

(2) By proposition 4.2 and the above derivation
process, we immidiately reach a conclusion that
P =, Q= ref(P) =, ref(Q).

This proposition shows that if all transitions in an
event structure are clustered action transitions then step
trace equivalence can hold under action refinement.
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Subsequently, we discuss the relationship between
clustered bisimulation equivalence and step bisimulation
equivalence under action refinement, as well as how to
preserve step bisimulation equivalence under action
refinement.

Proposition 5.2 Let P,Q €S, let ref be a refinement

function. If all transitions in event structures P and Q
are clustered action transitions then

(D P =~y Q= ref(P) =, ref(Q) ;

(2) P~, Q=ref(P) =, ref(Q) .

Proof (1) By proposition 4.4, P~, Q=P~=, Q.
By definition 4.1 and proposition 4.5, firstly, each
clustered action transition corresponds to many single
action transitions formed by interleaving performing of
clustered actions; Secondly, when single action is refined,
the corresponding clustered action is refined; Thirdly,
Concurrent actions involved in per clustered action can
be seen as one action, accordingly, their corresponding
events also can be seen as one event. Therefore, by this
treatment, there are not independency of cause in this
event structure. Hence, we derive from propositin 3.4(2)

that P=~, Q=P ~, Q= ref(P) =, ref(Q).

(2) By proposition 4.4 and the above derivation
process, we immidiately reach a conclusion that
P =, Q= ref(P) =, ref(Q) .

This proposition shows that if all transitions in an
event structure are clustered action transitions then step
bisimulation equivalence can hold under action
refinement.

To sum up, if all transitions in event structures are
clustered action transitions then two kinds of step
equivalences, including step trace equivalence and step
bisimulation equivalence, can hold under action
refinement. Proposition 5.1 and proposition 5.2 extend
proposition 3.4.
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6 Results and Discussion

The paper has demonstrated that (1) In event structures
without independency between events, step trace
equivalence and step bisimulation equivalence can
preserve under action refinement; (2) In event structures,
if all transitions are clustered action transitions, then with
clustered trace equivalence between event structures, we
can reach that step trace equivalence can preserve under
action refinement; likewise, with clustered bisimulation
equivalence between event structures, we can reach that
step bisimulation equivalence can preserve under action
refinement.

Therefore, we find a class of concurrent processes
with specific properties, which enable step equivalence to
preserve under action refinement in the absence of
constraint.

Our next work is to introduce the thought of clustered
action transition into model checking so as to deal with
states explosion problem in the process of system
verification.
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Abstract

In order to solve the issue of optical network’s static traffic routing and resource optimization, this paper puts forward a hybrid
genetic and tabu search virtual reconfiguration algorithm (HGTS-VRA) and designs the key elements. This algorithm could
effectively integrate the large scale searching ability of genetic algorithm and the outstanding local searching ability of tabu search
algorithm. The simulation comparison result and analysis result show that the HGTS-VRA put forward by this paper enjoys excellent
advantages in the field of traffic routing and resource optimizing. In addition, it offers outstanding extendibility and robustness.

Keywords: Hybrid Genetic, Tabu Search, Static Traffic Routing, Resource Optimization

1 Introduction

The virtual reconfiguration of the SDH/OTN/DWDM
three level networks is a NP-Complete issue, which needs
a mathematical model to express it in terms of
mathematical formula from the aspect of engineering
optimization, so as to determine the target and limitations
for optimization. For the solution for issues within small
scale network, it’s recommended to adopt integral linear
programming or mixed integral linear programming.
However, with expansion of network scale and increase
of connection request, the linear programing model is
hard to gain the optimized solution within polynomial
time. For the solution to the issues in large network, we
need to adopt heuristic algorithm to meet to limited time
requirement. However, though heuristic algorithm is able
to give a solution within given time, it cannot offer the
most optimized solution. As a result, the choice of
algorithm becomes extremely important.

This paper researches into the static traffic routing
issue within SDH/OTN/DWDM three level networks. In
other words, it researches into the routing and resource
optimization of static traffic. It can be divided into two
sub-issues: namely the routing issue and network
resource optimization issue, which are interdependent
with close relationship. In the aspect of routing issue,
while selecting route for a large batch of traffic, we need
to take network resource  optimization into
comprehensive consideration. Therefore, the network
resource optimization is actually within the selection of
routing issues. In the aspect of network resource
optimization, we need to reconstruct the virtual topology
gained from solution of routing issue for the sake of

*Corresponding author e-mail: wy@xxmu.edu.cn
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researching further into how to minimize resource
consumption.

2 The Basic Elements of Genetic Algorithm (GA)

The basic operations of GA include encoding, appearance
of initial population, fitness calculation, selection,
crossover and mutation.

2.1 GENETIC CODE

According to the workflow of GA, when using GA in
solving problems, a relationship should be established
between the actual presentation of target problems and
the bit-string structure of the chromosome in GA, namely
the encoding and decoding operations should be
determined. The encoding is to express the solutions with
a code so as to make the problem state space
corresponding to the coding space of GA, which relies
heavily on the nature of the problems and which will
affect the design of genetic manipulation. The
optimization of GA is carried out in the code space
corresponding to certain encoding mechanism instead of
working directly on the parameters of the problems;
therefore, the selection of the code is an important
element affecting the algorithm performance and
efficiency [1]. In function optimization, different code
lengths and code systems place a great influence on the
accuracy and efficiency of the problems. Binary encoding
demonstrates the solutions to the problems with a binary
string while decimal encoding presents the solutions with
a decimal string. Obviously, the code length will affect
the algorithm accuracy and the algorithm will give out
larger memory space. Real-number encoding is to show
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the solutions with a real number and it has been
extensively applied in high-dimensional and complex
optimization space since it has solved the influence
played by encoding on the algorithm accuracy and
memory space. For the given optimization problem, the
space formed by GA phynotype collection individuals is
called problem space while that consisted by GA
genotype individuals is called GA coding space. The
genetic operators are implemented in the bit-string
individuals in GA coding space [2].

2.2 GENETIC OPERATOR

The operators of the standard genetic algorithm often
include three basic forms: selection, crossover and
mutation, which make up the core that GA has strong
search capacity and which are the main carriers of the
reproduction, hybridization and mutation produced in the
simulation of the natural selection and the genetic
process. GA realizes the group evolution by using the
genetic operators to reproduce a new generation of
groups and the design of the operators is not only a key
component of the genetic strategy, but also a basic tool to
adjust and control the evolution process [3]. This paper
will discuss the effect the genetic operators play on the
convergence separately, which helps to learn about the
characteristics and importance of genetic operators better.

(1) Selection Operator

Selection is to choose the individuals with high fitness
value from the current group to produce the matingpool
and it mainly includes fitness-proportionate selection,
Boltzmann selection, rank selection, tournament selection
and elite-preserving selection. In order to prevent the
optimal individuals of the current group from losing in
the next generation due to selection errors or the
destructive effects of crossover and mutation, DeJong has
come up with the elitist selection. In addition, Holland
and others have also brought forth steady-state selection.
The selections operators are mainly used to prevent gene
delection and improve the global convergence and the
calculation efficiency and the most commonly-used
selection operators are fitness-proportionate selection
operator and the elite-preserving selection operator.

Proportional model, also called Roulette wheel, is a
method of playback random sampling and its basic idea is
that the probability of every operator to be selected is
directly proportional to its fitness. Because of random
computation, the selection error of this method is so big
that some individuals with high fitness fail to be selected;
however, this is still one of the commonly-used selection
operators.

Assume that the group size is M and the fitness of the
individual i is Fi. Then the probability pi of the individual
i to be selected is [4]:

D, :i,(i =1,2,---,M)

X

i
i=1

)
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In running GA, new individuals emerge continuously
from such genetic operations as crossover and mutation
on the individuals. Although more and more excellent
individuals will appear in the group evolution, they may
destroy the individuals with optimal fitness due to the
randomness of selection, crossover and mutation. We
hope that the individuals with optimal fitness can be
preserved till the next-generation group as much as
possible; therefore, we need to apply Elitist Model,
meaning that the individuals with the highest fitness in
the current group won’t participate in the crossover and
mutation but replace the individuals with lowest fitness
produced by the current group after crossover and
mutation.

(2) Crossover Operator

The so-called crossover operation in GA means that
two matching chromosome individuals replace part of
their genes in accordance with a certain way and form
two new individuals. As a significant characteristic of
GA, crossover operation plays a key role in GA and it is
also a main method to produce new individuals.

Crossover operation is usually divided into the
following several steps:

(a) Randomly take out a pair of mating individuals
from the matingpool,;

(b) Randomly take one or more integers k from [1, L-
1] as the crossover position of the pair of mating
individuals according to the bit string length L;

(c) Carry out crossover operation according to the
crossover probability p,(0<p,<1) ; the mating

individuals replace part of their contents and form a pair
of new individuals at the crossover positions [5].

The most commonly-used crossover operator is One-
point Crossover, which refers to set a crossover point
randomly in the individual encoding string and replace
some chromosome in these two mating individuals at this
point. One-point Crossover has an important
characteristic:  if the relationship between the
neighbouring loci can provide better individual character
and higher individual fitness, then it will be less possible
for this One-point Crossover to destroy such individual
character and lower the individual fitness.

It will be faster to solve knapsack problem with
and/or swap operation, the specific realization methods of
which include:

(a) Choose two parent strings A and B according to
the roulette wheel selection mechanism;

(b) Produce a substring A" from A and B according
to logic and operation;

(c) Produce a substring B" from A and B according to
logic or operation.

(3) Mutation Operator

As a local random search, mutation can avoid the
eternal loss of some information caused by selection and
crossover operators if combined with these operators. If
mutation operation is conducted on the individuals with
certain probability instead of single hybridization
operation, mutation will randomly change the vectors of
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the individuals with small probability; in this way, it may
result in some new and useful structures may appear and
increase the probability to converge to the overall
optimization. Mutation operation is a measure to prevent
the prematurity of algorithm as well as non-mature
convergence. Never take a big mutation rate in the
mutation operation. If the mutation rate is bigger than 0.5,
GA will degrade into random search and some important
mathematic characteristics and search capability will no
longer exist [6].

3 The Hybrid Algorithm Based on Genetic Algorithm
and Tabu Search

3.1 THE IDEA OF HYBRID ALGORITHM

Theoretically, it has been proven that GA can find the
optimal solutions to the problems in a random way from
the significance of probability; however, the practical
applications have also demonstrated that some
unsatisfactory problems will appear in GA applications.
The main problems include: easy to produce the
premature phenomena; bad in local optimization and
inefficient in running, which, however, are difficult to
erase from GA. On the other hand, some optimization
algorithms such as gradient method, hill-climbing
method, simulated annealing algorithm and Tabu Search
have strong local search capacity. Obviously, to mix the
ideas of these optimization algorithms in GA search
process and form a hybrid algorithm can enhance the
running efficiency and the solution quality. The practice
has shown that the improved GA is much better than the
simple GA.

The hybrid GA blending the ideas of local search
algorithm in the standard GA has the following two main
characteristics:

(1) Introduce local search. Conduct local search based
on the corresponding phenotypes to the individuals in the
group and find the locally optimal solution to every
individual in the current environment so as to improve
the overall performance of the group;

(2) Add transcoding operation. Change the locally
optimal solutions deduced from the local search process
into new individuals through encoding to have a new
group with better performance as the basis for the next-
generation genetic evolution.

The basic constituent principles of the hybrid GA

The hybrid GA formed by the standard GA and other
optimization algorithms shall abide by the following
three principles:

(a) Adopt as much encoding of the original algorithm
as possible;

(b) Use the advantages of the original algorithm;

(c) Improve the genetic operators. Design the genetic
operators that can adapt to new encoding way and
integrate the related inspirations to the problems in the
operators; therefore, the hybrid GA cannot only preserve
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the global optimization of GA, but it can also improve its
running efficiency.

On the basis of the above-mentioned three principles,
mix the standard GA and Tabu Search into a hybrid
genetic algorithm. In the following passage, | will briefly
introduce Tabu Search first.

3.2 TABU SEARCH (TS)

The basic idea of TS is: give a current solution (initial
solution) and a neighbourhood and determine several
candidate solutions in the neighbourhood of the current
solution; if the corresponding target value to the optimal
candidate solutions is better than the current optimal
solution state, then ignore its tabu, replace it with the
current solution and the optimal solution state; add the
corresponding object into the tabu list (which is used to
record the tabu of the candidate solutions) and change the
tenure of the object in the tabu list; if no such candidate
solutions exist, choose the untabued optimal state from
the candidate solutions as the new current solutions,
ignore their advantages and disadvantages with the
current solutions; add the corresponding objects into the
tabu list and change the tenure of every object in the tabu
list; repeat the above search process till it satisfies the
stopping criterion. As a simulation of human’s thinking,
Tabu Search can accept some solutions which are not so
good through the tabu (which mean memory sometimes)
of the locally optimal solutions so as to avoid local search
[7, 8].

Since Tabu Search simulate the “memory” function in
human’s intelligence , it can memorize some solutions
which have been checked lately and make them to be the
tabu of the next solution by setting a flexible memory
structure; thus, it can effectively avoid the circuitous
search, improve the search capacity of the algorithm in
the solution space and enhance the optimization
efficiency and performance by despising some criteria to
remit some tabued best states so as to realize the global
optimization [9].

The specific steps of Tabu Search are classified as
follows [10]:

(1) Randomly choose some solutions to put into the
tabu search collection T(s) according to a certain
proportion;

(2) Take a solution si from the tabu search collection
and set the tabu list and the optimal state as null;

(3) Produce several neighbourhood solutions si from
the current solution, from which to determine several
candidate solutions;

(4) Decide whether the candidate solutions have met
the aspiration criterion. If they have, replace s- with the
optimal state S, , which meets the criterion as the new

current solution, namely, s, =S_, ; put the corresponding
tabu objects to S, in the tabu list; release the objects
which have satisfied the tabu length from the tabu list;
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replace “the optimal” state with S__and turn to Step (6);

otherwise turn to Step (5);

(5) Decide the taboo attributes of the corresponding
objects to the candidate solutions and choose the optimal
state of the untabued objects in the candidate solution
collection as the new current solution: put the
corresponding objects in the tabu list and release those,
which have satisfied the tabu length;

(6) If it meets the requirements of Tabu Search on si,
finish the search on si and turn to Step (7); otherwise,
return to Step (3);

(7) If every solution in the tabu search collection T
has been conducted Tabu Search, finish this process;
otherwise return to Step (2).

In Step (1), the selection proportion can be among 0-
100%. When choosing O, ignore the Tabu Search. The
higher the selection proportion, the better the
performance improvement of GA solutions; however, at
the cost of calculation time, when the selection
proportion reaches a certain degree, the proportion
increase will not improve the performance of the
solutions [11]. The selection proportion can be adjusted
according to the practical requirements before running the
procedures. From the above, it can be seen that the focal
function (to realize local search), the tabu objects, the
tabu list and the aspiration criterion are key to Tabu
Search [12]. Among them, the focal function adopts the
idea of local search and it is used to realize
neighbourhood search; the setting of tabu list and tabu
objects have demonstrated the characteristic that the
algorithm avoids circuitous search and the aspiration
criterion is not only an award of the excellent state, but
also a relaxation of the tabu strategy.

It is found that TS is faster than GA in the search
speed; however, it is also noticed that TS relies greatly on
the initial solutions. A better initial solution can help TS
to find better solution in the solution space while a bad
initial solution will lower the convergence speed of TS
and the solutions TS find are relatively bad [13].
Therefore, people will usually use a certain algorithm
such as heuristic algorithm to get a satisfactory initial
solution to improve the performance of TS. Another
shortcoming of TS is that its search is single-single
operation, namely there can be only one initial solution in
the search and it can just move one solution to another
solution in every generation without operation on several
solutions (group) in every generation, just like GA [14].

4 Three Level Network Structure Model

The multi-level network defined by IEFT refers to an area
that is controlled by the unified control panel and offers
one or multiple exchanging ability, multiple data plane
exchange and supports to traffic engineering. The concept
of multi-level gives its focus to data plane and is
normally classified into different groups in accordance
with its data exchanging ability. The actual network
topology researched in this paper consists of integrated
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network nodes and multi-wavelength fibre optic link, as
indicated in Fig. 1. In actual network, some nodes may
have already integrated OXC & ODUK electronic cross
matric devices as well as DXC and corresponding layer
interfaces, such as O3; some nodes only integrated OXC
& ODUK electronic cross matric devices and
corresponding layer interfaces, such as O4; some nodes
are only equipped with OXC devices for traffic
transmission and exchange, such as O6. After the actual
network is divided based on logic, each integrated node
will be classified as the corresponding node in different
layers of the network and form the SDH/OTN/DWDM
three-layer network structure. Here, the classification is
the classification of logic sense, while different nodes in
different layers of the network still have close
interrelationship, which will be indicated by interlayer
link. In fact, interlayer link is an abstract presentation of
interlayer interface devices. The interlayer link mentioned
in this paper includle DWDM-OTN interlayer link,
DWDM-SDH interlayer link and OTN-SDH interlayer
link

SDH layer business is undertaken by SDH layer logic
link and OTN layer business is undertaken by OTN layer
logic link, while SDH logic link can be constructed by
DWDM layer fibre optical link in terms of wavelength
granularity or that the STM-N bandwidth granularity is
constructed by OTN layer logic link. For example, in
Fig.1, the SDH layer logic link could provide 2 kinds of
resource transmissions: the first transmission is provided
by the by 01—-07, O7—0s and Os—O5 fibre optical
links from DWDM layer in terms of wavelength
granularity; the second transmission is provided by
D1—D5 logic link in OTN layer in terms of STM-N
granularity, while the D1—D5 logic link is provided by
optical path constructed by O1—02, 02—03, 03—04
and 04—05 logic links in OTN layer in terms of
wavelength granularity. As a result, the RI—R5 link can
be constructed by D1—D5 logic link in OTN layer, while
the D1—DS5 logic link in OTN layer can be constructed
by O1—05 optical link in DWDM layer. Therefore, there
is a nesting relationship among the links in SDH, OTN
and DWDM layer.

FIGURE 1 Multi-Layer Network Topology
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5 Three Layer Optical Network

Under the circumstance of given network model
parameters and a variety of limitations, setting the
optimization target to request routing and resource
configuration for traffic is the tyFigal integral
programming issue. In order to verify the effectiveness of
the algorithm put forward in this paper, we establish the
static traffic routing issue optimization model named ILP.
The accurate solution of this model could provide the
theoretical upper performance limit of static traffic
grooming algorithm.

5.1 MODEL PARAMETER
5.1.1 Symbol

1L, 2L, 3L: superscript or subscript, represent SDH layer,
OTN layer and DWDM layer respectively.

i, j: the two points of SDH layer virtual topology edge.

u, v: the two points of OTN Layer topology edge

m, n: the two points of DWDM layer optical link

s, d: the traffic requests source node and host node of
SDH layer and OTN layer

y: the band width granularity of traffic request. Here,
both traffic in OTN layer and SDH layer are supposed to
be fixed granularity:

OTN Layer Band Width Granularity
y e{ODU —-1/2/3}, SDH layer bandwidth granularity

y e{STM —-1/1/16}.
5.1.2 Known values

W: the maximum wavelength of each optical fibre
C®® : OTN Layer logic links is the maximum
mapping link capacity that SDH layer can provide.
Cc!3t, c**: stand for OTN layer mapping link
capacity and SDH layer mapping link capacity provided
by DWDM layer wavelength links respectively.

A and A : stand for the and width granularity
traffic request number requested by OTN layer and SDH
layer towards node (s, d).

R2-3- R}L’BL and R}L’ZL - standards for the Node J’s
interlayer link capacities from OTN layer to SDH layer,

from DWDM layer to SDH layer and from DWDM layer
to OTN layer.

T]-3L_2L , TJ-EL'1L and TJ-ZL'1L : for Node J’s
interlayer link capacity from SDH layer to OTN layer,

from SDH layer to DWDM layer and from OTN layer to
DWDM layer.

stands

5.1.3 Variables

(1) DWDM layer topology variables
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WORP, : links from Node u to Node v within OTN
layer and pass through Node M and Node N in DWDM
layer mapping path.

WORP] : links from Node i to Node j within SDH
layer and pass through Node M and Node N in DWDM

layer mapping path.
(2) OTN layer Topology Variables

W2t stands DWDM wavelength links mapped to

uv,|
DWDM layer by Node u’s No. I link in OTN layer.

V=% stands for links from Node u to Node v in
OTN layer and are mapped from DWDM layer to OTN
layer

SP¥¥: The link group from Node i to Node j in SDH
layer passes through Node u and Node v in OTN layer.

(3) SDH layer Topology Variables

SPIY: The link group from Node | to Node j in SDH
layer and pass through Node u and Node v in OTN layer.

W~ stands for the DWDM wavelength that No. k
link from Node | to Node j in SDH layer is mapped to
DWDM layer.

Vit and Vi, stand for the links that locate in
Node i in SDH layer and are mapped from DWDM layer
(in terms of wavelength granularity) and OTN layer (in
terms of y granularity) to SDH layer.

(4) Traffic Request Varibles

0_6) =0:0_¢) =1 indicates that, in Node (s, d)
in OTN layer, the request of traffic Y of No. t granularity
is accepted, otherwise, O _62; =0

O_o" :0_s&v" =1 indicates that, in Node (s, d)
in OTN layer, the request of traffic Y of No. t granularity

vt

is accepted, otherwise 0_04=0
O_0%' :0_@)' =1 indicates that, in Node (s, d) in

SDH layer, the request of traffic Y of No. t granularity is

accepted, otherwise S_ @' =0

S_Suvt:s ¥t =1 indicates, in Node (s, d) in
SDH layer, the request of Traffic Y of No. t granularity is
undertaken by links between Node (I, j) in SDH layer,
otherwise S_ &X' =0

5.2 OPTIMIZATION TARGET

The optimization modes are a target function that takes
minimizing the network resource consumption as its
target:
Min:
{[z ClL -3L VlL 3L Z ClL 2L VlL 2L Z(CZL -3L VIJZI; -3L
ij iy

Formula 2 stands for the interlayer link bandwidth
consumed by traffic. Each new OTN layer logic link or
SDH link needs assigned capacity from interlayer links
and lower layer network links in accordance with

@
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granularity. In addition, the consumed interlayer links are
in terms of pair, including one downward interlayer link
and one upward interlayer link. Therefore, the total
consumed link width is the twice of total virtual topology
logic links in OTN layer and SDH layer.

6 Adopt Three-layer Optical Transmission Network
Static Topology in HGTS-VRA to Reconstruct

6.1 THE HYBRID ALGORITHM COMBINING
GENETIC ALGORITHM AND TABU SEARCH

To genetic algorithm, once the individuals in the group
are the same, no new genes can be introduced by
selection and crossover algorithms and only mutation can
transfer the group. When the mutation probability is
small, the algorithm will linger on the old state for a long
time; the search is inefficient and it is easy to converge in
advance. Additionally, the selection operators make it
more probable for the individuals with higher fitness
value to survive; however, excessively-strong selection
will over-attract the search process to the local minimum
point, which makes it easy to converge in advance. The
algorithm to define the target function by randomly
taking the weights can find the approximate non-inferior
solutions of various types, but the group will converge
near several non-inferior  solutions.  Therefore,
improvements should be made to the basic GA. Having
flexible memory function and aspiration criterion and
accepting inferior solutions in the search, Tabu Search
has strong hill-climbing capacity and it can step out of the
locally optimal solutions and turn to the other regions in
the solution space in the search so as to increase the
probability to obtain the better globally optimal solutions.
Therefore, it is very necessary to introduce Tabu Search
in GA; in the meanwhile, GA has the characteristic of
global optimization and the final result does not depend
on the selection of the initial value. On the other hand,
Tabu Search searches along a line from a pint and the
quality and convergence speed of the final solution are
closely related to the initial solution. Besides, Tabu
Search can only have one initial solution in the search
and it only transfers one solution to another solution in
every generation without operating on the solution
collection (group) like GA. Therefore, the hybrid strategy
to combine genetic algorithm and Tabu Search can
remedy each other’s shortcomings and get a better
optimization result.

This paper puts forward a Hybrid Genetic and Tabu
Search Virtual Reconfiguration Algorithm (HGTS-VRA),
which firstly adopts genetic algorithm for global search to
determine to major areas with targeted individuals and
secondly adopts tabu search algorithm in local search to
improve individual quality. This algorithm adopts genetic
algorithm in large-scale search. After the target area is
narrowed to certain degree while all individuals’
locations are fixed, the tabu search method is adopted for
local search. In this way, we can significantly reduce the
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times of calling tabu search algorithm and the amount of
calculation. In addition, we can effectively integrate the
genetic algorithm’s advantage in large-scale search and
tabu search algorithm’s advantage in local search. The
Fig.2 has presented the flow of this algorithm:

‘ Initlate algorithm parameters ‘

‘ Let counter C,K,Rga-1s=0 ‘

Generate routing sequence and initial
group of scale N

Calculate the suitable Output the most
value optimized solution

Adopt elite and competition strategy
to determine group

Adopt crossover probability to
preform crossover operation on
individuals

Adopt mutation probability to perform
mutation operation on individuals

v
Generate current neighboring area
and select the most optimized point
init

Update the most optimied point and
tabu list, let k=0

\ L7
FIGURE 2 HGTS-VRA Algorithm Flow

6.2 ROUTING STEPS AND AUTHENTICATION
SETTING

Static traffic routing is an issue global optimization and
needs to request routing for batch static traffic of
diversified bandwidth granularity. Such traffic request
will be stored in terms of array. In regard to traffic
request from OTN layer and SDH layer, this paper
follows the sequence of requesting routing for traffic in
OTN layer before routing SDH traffic and establishing
logic links.

Step 1: For the routing of Traffic Ti (the No. i traffic
request of OTN layer of SDH layer) in the virtual
topology of current layer, we shall try to use rest
bandwidth of logic links in current layer. In case of that,
it fails in routing procedure, which we can turn to Step 2.

Step 2: Make comprehensive use of network resource
in lower layer. The logic links that undertake Ti(s, d, r)
can adopt the mixed choice of current exited optic fibres
and newly established optical fibre. In case that this
routing fails, system will reject this traffic.

When a traffic request Ti (s, d, r) is request routing in
the three levels network, the weight value of Edge e (W
(e)) in topology of DWDM layer, OTN layer and SDH
layer shall be set as:
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C(e)>r

C(e)=r ®)

W (e)={

©

C(e) stands for the maximum rest band within e
Links, C(e) guarantees that it will select the minimum
tick for link among DWDM layer, OTN layer and SDH
layer.

In regard to the traffic whose routing needs to take
network resource in both upper layer and lower layer into
comprehensive consideration, in case that they need to set
different weight value to indicate the difference between
link difference in different layers, the weight value of link
i (W (i) ) shall be set as:

(4)

C stands for the link width of interlayer links, while
o stands for integrals larger than 1 to guarantee that
W(i) >>1

6.3 FITNESS FUNCTION

The fitness function is a reference to evaluate individuals
in solved space’s fitness in their environment. It has
normally indicated or determined by target function,
expense function or other method. We can set that, in the

initial topology of SDH/OTN/DWDM, G(V',E') ,
Vi={\i=12..n} and E' :{vﬁ vi,vj eV} stand
for that node collection and optical link collection, while
e; =1 or 0 indicates that G(V”, Ep) layer (2,3) virtual
topology built by G(V*,E*) respectively, V" eV* and
EP is the link grow of Layer p; set
L ={Iijpq |vip eV’ V! eV p,q=123;p=q} stands for
the link number array between layer p and layer g, while

I stands for link number between Node i in layer p and
Node j in Layer g. the fitness value is as below:

|
)i

In this formula, b is large enough figure to make

@, >0, while > 1M stands for the interlayer
p.a(p=q).i. j
resource usage situation.

2

p.a(p=q

Py = Imax _1n[ (5)

6.4 CODING AND INITIAL GROUP GENERATING

One of the basic tasks of genetic algorithm is the coding
of solution, which is also known as that the coding of one
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solution is a chromosome, while the elements that build
coding is known as gene. The purpose of coding is to
optimize the solution presentation, so that it will be
suitable for being calculated by genetic algorithm. The
coding way of this paper: based on current network state
of Topoi-1, in order to guarantee that traffic could select
Topoi-1 shortest ways in Ti(s, d, r), it will randomly
select one of the path to service as the path of this traffic

and update Topoi-1 to be Topo, (i=1,2...m), while m

stands for the total gene number in chromosome.
Generate the routing sequence for traffic in OTN layer
and SDH layer respectively; select a rout for each traffic
Ti(s, d, r) so as to form a chromosome; the mark for the
path of each traffic is a gene from chromosome.
Repeat Step 2 N time to gain initial group of N.

6.5 GENETIC OPERATOR

Genetic operator is the main method to simulate group
evolution. The genetic operation includes crossover
operation, mutation operation and select operation. This
paper introduces these three operations in details:

1) Crossover Operation

The crossover is the process in which two parent
chromosomes produces new chromosome, while the
crossover pattern of SDH layer traffic and OTN layer
traffic is similar. Here, we cite OTN layer for example.
Assuming that the capacity of new optical fibre is ODU-3
and the rest capacity of parent generation 2 A—B optical
fibre 1 is ODU-2 while the rest capacities of other optical
fibres are all ODU-2, the optical fibore A>E—D—C only
undertakes Ti(A,C,0DU-2)and in Parent Generation 1,
there are two optical links, namely optical fiore A—B
and optical fibre B—C. In Parent Generation 2, there is a
single fiore A>E—D—C. the crossover is the process of
exchanging different chromosomes within the path
selected by the same traffic based on current topology
status. After performing crossover operation to the traffic,
this business is undertaken by the new optical fibre
A—E—D—C in Child generation 1. In Child generation
2, since the rest capability ODU-1 of optical fibre 1
between A—B is inferior to the bandwidth requested by
Ti, the rest capacity of optical fibre 1 between A—B is
not sufficient to undertake this traffic. However, the rest
capacity of optical fibre 2 between A—B is larger than
the band width requested by Ti and the rest capacity of
optical fibre 1 between B—C is larger than the band
width requested by Ti, this traffic will be undertaken by
the optical fibre 2 between A—B and optical fibre 1
between B—C. since the optical fiore A>E—D—C in
Child generation 2 does not undertake any traffic after
crossover, the resource of this optical fibre will returned.

2) Mutation Operation

Mutation operation is to change a gene’s path with
steps as below:
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FIGURE 3 Crossover Operation

(1) Mutation based on traffic’s tick in DWDM layer:
since the logic links in SDH layer and OTN layer are
undertaken by SDH layer and OTN layer, when a certain
gene from chromosome take up less physical links in
DWDM layer than this chromosome’s average gene
undertaking links, the significant mutation probability
will be adopted, otherwise the small mutation probability
will be adopted.

pi.DWDM) _ Prut
" P x(h

mu

(h >h

avg - hi ) / (h| + havg ) (h| < havg )

P... is the initial value of mutation probability and hi

is the total physical links consumed by No. i gene in

:Zhj /m is chromosome gene’s
j=1

average undertaking links in DWDM layer and m is total

gene number in chromosome.

(2) Mutation based on the average logic link
utilization ratio in SDH layer or OTN layer: when the
utilization ratio of logic link in SDH layer or OTN layer
virtual topology is not large than average utilization rate
of logic links in virtual topology, the large mutation
probability will be adopted so that the traffic in this link
will re-choose path, otherwise, the small mutation
probability will be adopted.

uj is the utilization ratio of No. J logic link in virtual

DWDM layer. h

avg

q
topology. h,,, = Zui [/ q is the average utilization rate of
i=1

logic link, and q is the total logic link number.

3) Select Operation

Select operation is to select some outstanding
individual from the current group. The standard of
judging whether an individual is outstanding or not is
their fitness value. This algorithm adopts the most
popular tournament algorithm and saving best result
algorithm. It can copy the individual solution of best
fitness from current group to next group for comparison.

avg) (6)
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In this algorithm, the tournament algorithm steps are as
below: randomly select 2 individuals from the group;
compare the fitness of these two individuals; save the
individual of highest fitness value to the next generation;
repeat the above procedures until the individuals saved to
next generation equals group number N.

7 Algorithm Simulation Result

We adopt NSFnet as the experimental network for
comparing the performance of HGTS-VRA and LCBRF-
StraGPP. The Fig4 below offers the performance
comparison result between HGTS-VRA and LCBRF-
StraGPP under the circumstance of different traffic
distribution. LCBRF-StraGPP algorithm is an initial
solution that takes LCBRF algorithm as tabu algorithm
by using tabu node to achieving the most optimal
algorithm.

@ HGTSA-VIR

90000 -
B LCBRF-StxaGPP

85000 -
80000 -

75000 -

Resource Consumption (Unit: STM-1) -

= i i

Casel Case2 Case3 Cased CaseS

Traffic Distribution

FIGURE 4 The Comparison of Network Resource Consumption
between 2 Algorithms

Judged from Figd, HGTS-VRA has Dbetter
performance in the aspect of resource consumption
compared with LCBRF-StraGPP. In addition, with the
increase of traffic, this performance gap increases.
HGTS-VRA’s operation time is related to traffic volume,
group quantity and frequency of calling tabu search.
Since it adopt genetic algorithm and tabu mechanism at
the same time, its operation time is around 3-5 times as
that as LCBRF-StraGPP consumes. However, since it
could the static traffic routing can be calculated offline,
the decrease of resource consumption overtake the
increase of operation time.

8 Conclusions

This paper puts forward a new optical fibre routing and
resource optimization algorithm, which is known as the
Hybrid Genetic and Tabu Search Virtual Reconfiguration
Algorithm (HGTS-VRA). It can effectively integrate the
large scale searching ability of genetic algorithm and the
outstanding local searching ability of tabu search to help
static traffic routing and resource optimization.

\ Computer and Information Technologies
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Abstract

Media access control (MAC) protocol design is one of hot topics in the research of underwater acoustic sensor networks (UWSN).
The major challenge is the phenomenon of space-time uncertainty caused by the long delay in underwater signal propagation, where
the occurrence of frame conflict is determined by not only two nodes’ transmission time, but also by their locations. In this paper, the
adaptive bitmap protocol-based(ABMP) within time division multiple access (TDMA) was proposed for UWSN, with specialized
space-time uncertainty among mobile underwater nodes reducing channel idle time and improving energy efficiency and
transmission efficiency. Finally, simulation experiments are conducted to present that the proposed protocol has better
communication efficiency and energy efficiency, compared with other MAC protocols of Token-TDMA and T-lohi in terms of

network traffic, end-to-end delay and energy efficiency.

Keywords: Underwater sensor networks, Adaptive bitmap protocol, Media access control, Time division multiple access

1 Introduction

Underwater sensor networks (UWSN) is the underwater
extension of traditional terrestrial sensor network (WSN),
which has important applications in a huge number of
military and civilian areas, such as submarine detection,
resource exploration, marine environmental monitoring
and disaster warning, etc. Therefore, UWSN has been
becoming one of the latest hot topics in recent years [1].

Compared with the conventional sensor network,
most  significant difference in UWSN is the
communication method of acoustic signal as a carrier.
Acoustic wave propagation characteristics in the sea has a
huge difference from radio propagation in the air, which
resulting in the unavailability of previous media access
control (MAC) protocol in the UWSN.

1.1 CHARACTERISTICS OF UNDERWATER
ACOUSTIC CHANNEL

Currently, there are numerous literatures on the
propagation characteristics of the underwater acoustic
channel study [2, 3], in general, the quality of underwater
acoustic channel of communication is very poor, and its
main characteristics are as follows:

(1) A large signal propagation delay. The average
acoustic velocity in the sea is about 1,500 meters per
second, which is several orders of magnitude lower than
the propagation speed of the radio in the air, and acoustic
wave propagation velocity changes with the

*Corresponding author e-mail: wixyweixm@126.com
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environmental impacts of ambient temperature, salinity,
pressure and other factors.

(2) Low communication bandwidth. In the common
communication distance, bandwidth is only a few dozen
kb per second.

(3) High error-code rate. The reasons include the great
background noise in the sea, and more commonly
existing Doppler effects and multi-path effects. In
underwater network, sound waves reflect while going
through the seabed, sea surface and layered interface etc.,
to form multi-path effects (or multi-purpose effects);
furthermore, the mobile communication nodes will cause
the Doppler effect.

The remainder of the paper is organized as follows:
Section 2 describes the related research on underwater
MAC, while Section 3 presents detailed design of the
protocol. Then, Section 4 describes the simulation results
and protocol analysis, and finally Section 5 provides the
conclusions.

2 Related research on underwater MAC

Currently, the underwater MAC protocols can be divided
into three categories: competition-based protocols, non-
competition TDMA protocol and other protocols.

2.1 COMPETITION-BASED PROTOCOLS

John Heidemann, first proposed the features of space-

time uncertainty in hydro-acoustic network [5]: because
of the high underwater acoustic channel propagation
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delay, that whether the two nodes conflict or not, it is
only depends on their transmission moment, but also on
their geographic locations. And two targeted solutions
were proposed: first, additional protection adding to the
time slot Aloha protocol, secondly, T-lohi protocol [6]
uses a competing channel with segment frame and uses
back-off algorithm to avoid conflict.

Aloha-CA and Aloha-AN protocol [7] also uses the
segment frame to compete channels, the main difference
between them and T-lohi is that using virtual carrier
sensing technology to avoid conflict without using back-
off algorithm, the node maintains a neighbourhood state
table, and on the basis of this table to adjust their
transmission and reception. Aloha-CA split the data
packet into shorter head and longer tail, and the head is
used to compete for the channel, while Aloha-AN will
not split the data packet using a separate channel segment
frame to compete.

Slotted-FAMA protocol [8] is based on a handshake
mechanism, which uses tome slots working mode, and
expands the length of negotiation slots to overcome the
effects of space-time uncertainty, all of the control frames
are ensured to be received within one time slot.
Expansion length of negotiation slots to avoid conflicts
leads to increase the idle channels and decrease network
traffic, and therefore, channel utilization of slotted-
FAMA does not exceed by 10%, while [9] has improved
this issue.

2.2 UNDERWATER TDMA

Token-based TDMA protocol was proposed for dynamic
constituted with autonomous underwater vehicles (AUV)
[10], since it is difficult for the mobile network nodes to
divide into a fixed communication time slot, nodes use
clustering approach to manage and use tokens to get the
transmission right.

TABLE 1 Comparison of three underwater TDMA protocols

ST-MAC ECS UW-FLASHR
Centralized Distributed Distributed
Time slot No time slot Timeslot
Short frame Long frame Long frame

Pre-assigned Pre-assigned Dynamically assigned

The basic idea of ST-MAC protocol [11] is assuming
that underwater link delay is an integer multiple times
than frame time (if the frame time is small enough); by
assigning different transmission negotiation slots to avoid
conflict. ECS [12] improved the ST-MAC, which
allocating transmission moment for the nodes, abolishing
the former assumptions and designed as distributed
algorithm. UW-FLASHR [13] divides the underwater
parallel transmission mode is into three categories, and
thus improves the efficiency of the conflict prediction. As
for space-time uncertainty, better underwater solutions of
these three TDMA protocols proposed are shown in the
Table 1.
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2.3 OTHER UNDERWATER PROTOCOLS

Using CDMA and FDMA technology faces many
challenges in underwater sensor networks [14]. Wherein,
TFO-MAC [15] is design for a single-hop network based
on cluster multi-channel MAC protocol, while CDMA
protocol based on tree topology was proposed in [16].

For AUV network a hybrid cluster protocol was
proposed in [17], in which nodes in the same cluster
using TDMA for communication, and between different
clusters using CDMA to avoid interference. PLAN [18] is
a hybrid protocol with CDMA and handshake
mechanisms, by assigning different neighbours with
CDMA orthogonal codes, multiple handshakes can be
performed in parallel without conflict. A mixed protocol
with Aloha and TDMA was presented in [19], the
network switched based on load conditions: when the
network load is light , using Aloha protocol of shorter
delay, and when the network load is heavy, using TDMA
protocol of non-conflict and heavy traffic.

2.4 RESEARCH TREND ON UNDERWATER MAC

As the underwater acoustic channel, communication
environment is very harsh, and with characteristics of
space-time uncertainty, underwater MAC protocol design
generally has the following requirements to meet: high-
energy efficiency (energy saving) [20], delays tolerance,
robustness [22], reliability, flexibility (adaptation to the
dynamic topology) [21]. To meet these requirements, the
following means are mainly taken in current MAC
protocol:

(1) Whenever possible, using a collision-avoidance
scheme ( e.g., TDMA) to save energy, in competition
protocol, using short frame for competition or the
reservation channel, instead of the manner of data packets
direct competition, in order to ensure the transmission of
data packets without conflict.

(2) For the characteristics of space-time uncertainty,
use differences of different link delays to coordinate data
transmission, and to improve the degree of parallelism in
network transmission, and use clustering strategies and
hierarchical topology management to deal with the
dynamic changes of the network topology.

(3) Using a variety of techniques to improve
transmission reliability. Such as CDMA and FDMA can
solve hydro acoustic network problems of multipath
effect and Doppler effect, using additional protection in
the time slot scheduling to reduce the probability of
conflict in this line, and to ensure synchronization of only
lightweight and local clock.

MAC layer is located at a lower level location in
network protocol stack, which is directly affected by the
physical layer properties, continuous deepening and
understanding on the study of underwater acoustic
physical channel and acoustic communication will bring
new ideas for the MAC protocol design.
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2.5 CHALLENGES FOR UNDERWATER MAC
PROTOCOL DESIGN

Media access control (MAC) protocol determines the
using mode of radio channel, in which has a significant
impact on the efficiency of communication network. Due
to the special nature of the underwater acoustic
communication, many difficulties and challenges [4]
facing underwater MAC protocol design is included as
follows:

(1) Space-time uncertainty: the larger underwater
delay difference leads to nodes’ conflict, in which it is
simultaneously determined by transmission time and their
locations. However, the traditional MAC protocol
considered to avoid conflicts only through the
coordination of transmission time, which cannot be
applied to the underwater environment.

(2) Energy restriction: UWSN are energy-constrained
networks, energy saving has always been one of the core
issues facing the protocol design. Underwater
communication protocol must be established on the basis
of energy saving, then it can be considered to improve the
communication efficiency.

(3) Topology changing frequently: in addition to the
nodes fixed on the sea bed, other nodes suspending or
floating in the sea will move with the ocean currents, so
UWSN is a dynamic network with topology changing
frequently, network protocol design must adapt to this
change.

Existing underwater MAC protocol considers less for
mobile nodes, in fact, most of the suspending and floating
nodes cannot be completely fixed, they will move within
local small range with the ocean currents, waves, winds
and other environmental factors. In this case, the
propagation delay of the link changes dynamically.
Therefore, this paper presents a bitmap-based dynamic
TDMA protocol for this dynamic underwater sensor
networks.

Because of the space-time uncertainty, frame
segments from different sites sending simultaneously
arrive at different time without any conflict, nodes
complete negotiations and channel reservation by taking
advantage of this particular phenomenon, and reduce the
communication delay from end to end by dynamically
adjusting TDMA cycle length. Simulation results show
that the proposed protocol has better communication
efficiency and energy efficiency.

3 Detailed design of the proposed protocol

This section details the design of the protocol, including
the basic idea of the protocol, workflow, and performance
optimization, and performance is analysed theoretically.

3.1 THE PROPOSED PROTOCOL PROCESS

Hydro acoustic network characteristic of space-time
uncertainty is shown in Figure 1, in Figure 1(a), the nodes
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A and C are sending a message to node B, A's
transmission time is earlier than that of C, but the arrival
time of A is later than that of C, this is due to the link
delay of AB is much larger than that of BC, in which
leading to "early sending and late arriving”. In Figure
1(b), D and E simultaneously send messages to each
other while they receive a message at the same time
without conflict, this is because link delay between D and
E is much greater than the time frame. This special
phenomenon is unthinkable for traditional radio network
with almost negligible link delay. We can take advantage
of this particular phenomenon to perform a network
protocol service in the hydro acoustic network, short
frame collision probability is very low.

A D

(a)

FIGURE 1 Example of space-time uncertainty

(b)

The basic process of the proposed ABMP within
TDMA is shown in Figure 2. The protocol is composed
of alternative negotiation time slot and TDMA transport
period, and the transmission cycle is constituted of one or
more negotiation slots, in which the length is dependent
on the amount of data transmission required by the
current nodes.

transport period

B T T TTT 7T

BT

negotiation slot
FIGURE 2 Protocol process of the proposed ABMP

Any frame should be transmitted at the beginning of
the time slot, and guaranteed to be successfully received
in the current time slot. Therefore, the length of the time
slot is decided by the largest link propagation delay in the
network, and the local nodes’ movement under
considerations. By definition, Dis(i, j) is the space
distance between the two points i and j, Z (A) is the
mobile node region of A, S(A) is set of neighbouring
nodes of A, Tso is the time slot length in data transport
period. Assuming that underwater acoustic signal
propagation speed is v, Tqaa IS the time to send a data
packet (i.e., the frame time of data packet), then Tyt can
be calculated by Equation (1). This definition is
applicable to any underwater sensor networks with one-
dimensional, two-dimensional and three-dimensional
mobile nodes.

L., =max{max{ Dis(i, j)|i € Z(A), j € Z(B), VB e S(A)}| VA< UWSN}

L

T, =—2+T
|
slot V

)

data*
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The commonly known partial mobile nodes are shown
in Figure 3, in which neighbouring nodes A and B
floating in the sea are anchored to the sea bed, so that
their movement range is a circle, this kind of mobile node
with small movable range is called restricted nodes. It
shows that in Figure 3 the longest communication
distance between A and B is Dis(C, D), while maximum
of the maximal communication distance among all links
in the network determines the length of Tt

sea level

\Er anchor \z anchor
sea bed

FIGURE 3 Calculation of the time slot length

During the time slot of consultation, each node which
having data to transmit sends a short frame to reserve
transmission order in the transport period. The short
frame contains only three parameters: the source node 1D,
the destination node ID and a random number P, P is
called the temporary priority, and which is calculated by
the pseudo-random number generator as shown in
Equation (2). The temporary priority is used to determine
the node’s transmission order in a data transport period.

P., =aP, +b(modm). )

Because of the existence of space-time uncertainty,
nodes can receive the appointment short frame of other
nodes with a great probability and without conflict; these
nodes obtain the temporary priority of other nodes. In the
data transfer phase, nodes can send data in the priority
order of size, each node occupies the period of one slot
time. Thus, the length of data transmission period is
depended either on the number of nodes to be transmitted,
or on the current network load.

Defined that Tneg is length of negotiation time slot,
Tshort IS frame time required to send short frame of
reservation (Tsnort << Tdata), then Treg is calculated by the
following Equation (3).

Lﬂ+T
v

short*

T =

neg

®)

3.2 IMPROVEMENT AND OPTIMIZATION OF
NEGOTIATION TIME SLOT

In the stage of negotiation time slot, short frame sent by
nodes will conflict in the both scenarios below:

114

Wei Xianmin, Lu Hong, Feng Hong

Scenario 1: two or more nodes have the same
temporary priority. As the proposed protocol in Equation
(2) generates random number using linear identical-
residue generator, as long as the parameters of a, b, and m
are set sufficiently large, the occurrence probability of
this situation is almost zero and can be almost ignored.
When this case happens, the node ID can be transmitted
as a second level priority parameter.

Scenario 2: short frame of two or more nodes conflict
at the place of the receiving node, the node cannot receive
the conflict frame at this time and cannot obtain priority
information related to the node, and which is unable to
complete an appointment and consultation. As shown in
Figure 4, nodes A and B send information to C, assuming
that at the current time the link propagation delay of AC
and BC is DAC and DBC, respectively, frame time of the
short frame is Tshont, the short frame conflict condition at
this time is shown in Equation (4).

| DAC - DBC |< Tshort' (4)

Y

/""" motion area

Gy g 1
®; | Tshort

FIGURE 4 The conflict condition of short frame.

As the conflict of Scenario 2 occurs, the conflict
nodes will lose the opportunity of channel reservation,
and wait to resend short frame for negotiation in the next
negotiation cycle. And the current transport period will
waste one time slot, which is due to that other nodes
without conflict are not unaware of this node’s conflict,
and will reserve one time slot for this node well in the
current transport period according to its priority. The
even worse situation is that, because in the ocean, the
movement of the restricted mobile nodes has continuity
and uncertainty, such a conflict state of short frame may
continue for a long period.

Therefore, this subsection optimizes and improves the
consultation slots to eliminate the conflict situation of the
short frame. Before the beginning of the data transfer
phase, nodes affected by conflict broadcast a warning
message, then all nodes restart appointment. While
reservation, the nodes with conflict run back-off
algorithm to calculate their Twair Of back-off time, lastly
before sending short frame the nodes prefer the awaiting
time as Twait Shown in Equation (5). The re-appointment
process is repeated until all the nodes in the network does
not exist conflicts.

Toaic (i) = Tgore x random[O, min(2", N )] (5)

hort
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Equation (5) is a calculating formula of back-off time,
wherein Tshon IS the transmission frame time of a short
frame, integer Nmax is the upper limitation value of the
contention window size, n is the number of participating
in the negotiation.

Thus, the reservation negotiation slots is expanded into
reservation period, the dynamic reservation period can
eliminate continuous frames conflict caused by
underwater nodes’ movement, and it ensures the fairness
of channel reservation, i.e., the transmission order of
nodes depends only on their temporary priority, and is not
affected by the conflict.

renegotiation

[

T I 71
TnegTneg Tadd
FIGURE 5 Negotiation period
Composition of negotiation cycle is shown in Figure 5,
wherein Tadd denotes the length of negotiation slots
when required renegotiation, its value is calculated by
Equation (6).

warning

>t

maX

\"

+T

short

x N

Tadd = (6)

max *

3.3 NETWORK TRAFFIC ANALYSIS

Defined that T, is the length of negotiation period, the
length of the data packet iS Tqaw, R is the ratio of Tgaw to
Tsiot, M is the channel utilization. Assuming that in the
current data transfer phase, there are N nodes transmitting
data, then 0 is calculated by Equation (7).

N xT

data

TT fNxT,,

slot

1

n ()

T

n

NxT

data

1°
+7
R

The above Formula presents that the channel
utilization is related with parameters of R and T, in the
protocol. m decreases with the increase of T, and
increases with the increase of R. When conflicts of
scenario 1 and scenario 2 of short frame do not occur, T,
is a constant value. However, when the conflict occurs,
because of the randomness and irregularity of nodes
movement in the underwater environment, it is more
difficult to predict and change the value of Th.

In short, under the conditions allowed by the network,
the packet length is increased as much as possible (i.e.,
increasing Tuaa and R) to increase network traffic and
achieve greater channel utilization.
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4 Simulation results and analysis

This section describes the simulation results of the
proposed protocol compared to other protocols of T-lohi
and Token-TDMA. Where T-lohi is a representative of
underwater competitive MAC protocol, while most of the
existing non-competitive protocols cannot be applied in a
dynamic network, then token-TDMA protocol is the
representative of non-competitive protocols.

Simulation results mainly investigate the normalized
throughput, normalized end-to-end delay, and energy
efficiency under different conditions of traffic load with
the three protocols. The number of nodes needed in
transmission within a fixed period of time is on behalf of
the network load conditions, the network traffic is
represented with the amount of information (number of
bits) transmitted per time unit, the unit of end-to-end
propagation delay is the number of slots (Tset), energy
efficiency is the ratio of the energy consumed to transmit
a packet to total energy the network consumption.

0.5

——ABMP
—+—Token-TDMA
——T-lohi

0.45

0.4

0.35

0.3

0.25

0.2

Normalized throughput

0.15

6 8
Network traffic load

FIGURE 6 The network traffic when R = 0.5

10 12 14

T

—ABMP
—+—Token-TDMA
——T-lohi

T T T T T

Normalized throughput

Network traffic load
FIGURE 7 The network traffic when R = 0.2

Figures 6 and 7 show that normalized throughput as
the function of network traffic load corresponding with
different parameter values of R, the higher value of R, the
larger network traffic, which verifies the flow analysis
results in the above section. Results from Figure 6 and 7
present that the proposed protocol ABMP has the highest
network traffic among the three MAC protocols. Under
heavy load conditions, competitive-based protocols
conflict more frequently, the performance of T-lohi
protocol is the worst, traffic is minimum. For Token-
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TDMA, when a node begins to transmit data till it has a
token, so it must wait the first node in cluster head to
assign a token, the waiting time increases the channel idle
period, and reduces the channel utilization, so the flow is
lower than protocols of ABMP.

Figure 8 shows the normalized end-to-end
communication delay of the three protocols, when the
network load is light, end-to-end delay of T-lohi is
minimum, but it increases more greatly while the network
load increases. Overall, protocol of ABMP has the
smallest average end-to-end delay, due to the adaptation
of dynamic transmission cycle strategy, avoiding the wait
time of idle channel, when the network load grows, end-
to-end delay only increase linearly.

[
o

> of ——ABMP
° —+—Token-TDMA
T 8 | ¢ T-lohi
ke]
& 7t
e
< 6
ke]
o
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Network traffic load
FIGURE 8 Normalized end-to-end delay
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FIGURE 9 Energy efficiency

Figure 9 shows the energy efficiency of the three
protocols, because the three protocols use short frame to
compete or reserve channels, there does not exist
conflicts in the data transfer phase, therefore which waste
little energy, so its energy efficiency is higher and better
than the other MAC protocols without using short frame
reservation.

The proposed protocol of ABMP within TDMA has
higher energy efficiency compared with these three
protocols, which indicates that it uses fewer short frames;

the efficiency of channel reservation is higher, because of
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using the characteristics of space-time uncertainty, short
frames in the protocol of ABMP conflict less.

5 Conclusions

In this paper, we propose the ABMP TDMA protocol,
which is for suitable underwater network with restricted
mobile node. The protocol uses hydro-acoustic network
feature of space-time uncertainty, the node is able to use
only one time slot to complete the channel reservation
and consultation together, thereby to increase the network
traffic and reduce the end-to-end communication delay.
In the data transfer phase, the length of time slot can
ensure that data is not affected by node movement and
conflict-free communication. In addition, the proposed
protocol is distributed algorithm, which does not rely on
the dispatch from centre node. Simulation results show
that, compared with MAC protocol in conventional
underwater mobile network, ABMP has a smaller end-to-
end delay, the higher energy efficiency and the higher
network traffic.

Overall, the study of underwater acoustic network is
still in its infancy, the MAC protocol design will be
further deepen and complete with gradual understanding
improvement on characteristics of underwater acoustic
channel. Underwater MAC protocol design shows the
following trends: emphasis on cross-layer design,
integrated optimization for data transmission through
multiple protocol layers of physical layer, data link layer
and network layer to further improve network
performance; due to the real complex underwater acoustic
communication environment, computer simulations and
laboratory  simulations on  underwater  acoustic
communication experiment have limitations, so the
researchers pay more attention to experimental research
and verification in real underwater environment, however,
for expensive acoustic network test equipment’s and the
high cost of experiments, it is difficult to spread widely,
which is now one of the bottlenecks in underwater sensor
network research to be overcome.

Acknowledgments

This work is partly supported by National Natural
Science Foundation of China (60933011, 61170258),
Shandong Natural Science Foundation (ZR2011FL006),
Shandong Science and Technology Development Plan
(2011YD01044), Shandong Spark Program
(2012XHO06005), and Weifang municipal Science and
Technology Development Plan (201301050).

[3] CuiJ, Kong J, Gerla M, Zhou S 2006 Challenges: Building scalable
mobile underwater wireless sensor networks for aquatic
applications IEEE Network, Special Issue on Wireless Sensor
Networking 12-8

[4] Heidemann J, Li Y, Syed A, Wills J, Wei Y 2006 Underwater
sensor networking: Research challenges and potential applications



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 111-117

In Proceedings of the IEEE Wireless Communications and

Networking Conference April Las Vegas, Nevad, USA

Syed A, Ye W, Krishnamachari B, Heidemann J 2007

Understanding spatio-temporal uncertainty in medium access with

aloha protocols In Proceedings of the Second ACM International

Workshop on UnderWater Networks (WUWNet), ACM September

Montreal, Quebec, Canada

Syed A A, Ye W, Heidemann J 2008 T-lohi: A new class of MAC

protocols for underwater acoustic sensor networks In IEEE

INFOCOM

Chirdchoo N, Soh W, Chua K 2007 Aloha-based MAC protocols

with collision avoidance for underwater acoustic networks Proc.

IEEE InfoCom, May

Molins M, Stojanovic M 2006 Slotted FAMA: A MAC protocol for

underwater acoustic networks In Proceedings of the IEEE

OCEANS’ 06, Asia Conference, May Singapore

Peleato B, Stojanovic M 2006 A mac protocol for ad-hoc

underwater acoustic sensor networks In WUWNet 06 Proceedings

of the 1st ACM international workshop on Underwater networks,

New York, NY, USA, ACM Press 113-5

[10]Li B, Jie H, Zhou S 2008 Further results on high-rate MIMO-
OFDM underwater acoustic communications Proc of IEEE
OCEANS 2008. Piscataway, NJ: IEEE 11-6

[11]Zhong Z, Le S, Cui J 2010 An OFDM Based MAC protocol for
underwater acoustic networks Proceedings of the Fifth ACM
International Workshop on Underwater Networks (WUWNet '10)

[12]Kim J, Lee J, Jang Y, Son K, Cho H 2009 A CDMA-Based MAC
Protocol in Tree-Topology for Underwater Acoustic Sensor
Networks In proc. 2009 International Conference on Advanced
Information Networking and Applications Workshops. Bradford,
United Kingdom, May 26- 29

[13]Burrowes G E, Khan J Y 2009 Adaptive Token Polling MAC
Protocol for Wireless Underwater Networks Proceedings of the 4th

(5]

(6]

(7]

(8]

(9]

Wei Xianmin, Lu Hong, Feng Hong

international conference on Wireless pervasive computing
(ISWPC'09). NJ, USA

[14]Hong L, Hong F, Guo Z, Li Z 2011 ECS: Efficient Communication
Scheduling for Underwater Sensor Networks Sensors 11(3) 2920-
38

[15] Yackoski J, Shen C 2008 UW-FLASHR: Achieving High Channel
Utilization in a Time-Based Acoustic MAC Protocol Proceedings
of the third ACM international workshop on Underwater Networks
(WUWNET'08)

[16]Salva-Garau F, Stojanovic M 2003 Multi-Cluster Protocol for Ad
Hoc Mobile Underwater Acoustic Networks In Proc. IEEE Oceans
San Diego, CA, USA 91-8

[17]Tan H, Seah W K G 2007 Distributed CDMA-based MAC Protocol
for Underwater Sensor Networks In proc. 32nd IEEE Conference
on Local Computer Networks (LCN 2007), Dublin, Ireland, October
26-36

[18]Kredo K B II, Mohapatra P 2007 A Hybrid Medium Access Control
Protocol for Underwater Wireless Networks In Proceedings of the
Second Workshop on Underwater Networks, Montreal, QC,
Canada, 14 September 33-40

[19]Hong L, Hong F, Guo Z, Guo Y 2011 HCR: A Hybrid MAC
Protocol for Underwater Sensor Networks Using Channel
Reservation International Journal of Computers and Applications
(1JCA) 2(33) 154-9

[20]Guo Z, Guo Y, Hong F, Jin Z, He Y, Feng Y, Liu Y 2010
Perpendicular Intersection: Locating Wireless Sensors with Mobile
Beacon IEEE Transactions on Vehicular Technology (TVT) 59(7)
3501-09

[21]Guo Z, Chen P, Feng Y, Jiang Y, Hong F 2010 ISDP: Interactive
Software Development Platform for Household Appliances Testing
Industry IEEE Transactions on Instruments and Measurement,
59(5) 1439-52

[22]Guo Z, Li Z 2001 Lifetime Prolonging Algorithms for Underwater
Sensor Networks China Ocean Engineering 20(2) 325-34

Current position, grades: Associate Professor

Publications: 20 papers

Lu Hong, born on March 19, 1984 in Jining, China

Current position, grades: lecturer, Ph.D.
University studies: Ocean University of China

Publications: 10 papers

patents in professional fields.

Xianmin Wei, born on December 16, 1969 in Weifang, China

University studies: Shandong Science and Technology University
Scientific interest: intelligent computing and intelligent sensor networks, swarm intelligent

Experience: He received the M. Sc. degree in computer applications from Shandong Science and Technology University (2005). He is

currently an associate professor in school of computer engineering at Weifang University, China. He has published over 30 papers and 3
books in professional fields. Since 2011, he has been a member of IEEE-CS, ACM and CCCF, respectively.

Scientific interest: underwater protocols and algorithms in wireless sensor networks

Experience: He received the Ph.D. degree in School of Information Science and Engineering, Ocean University of China in 2011. He is
currently a lecturer in school of computer engineering at Weifang University, China. He has published over 10 papers and obtained 3

Feng Hong, born on May 9, 1977 in Qingdao, China

Current position, grades: Associate Professor
University studies: Shanghai Jiaotong University

Publications: 15 papers

Scientific interest: grid computing, wireless sensor networks and mobile delay-tolerant networks.

Experience: He received the Ph.D. degree in Shanghai Jiaotong University of China in 2009. He is currently an associate professor in School
of Information Science and Engineering, Ocean University of China. He has published over 30 papers and obtained 3 patents in his

professional fields.

117

‘ Computer and Information Technologies



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 118-123

Li Hong, Wang ZongZhe

Design of grey PID controller for DC Servo Motor

Hong Li!, ZongZhe Wang?**

1School of Information Engineering, Xianyang Normal University, Shaanxi, 712000. P. R. China

2Northwest Electric Power Construction Corporation, Shaanxi, 712000. P. R. China

Received 1 May 2014, www.tsi.lv

Abstract

Concerning the uncertainties may be existed in DC motor servo system and the control quality that the external disturbance may
influence the control algorithm of traditional PID, a kind of PID control algorithm based on grey prediction theory was proposed.
With the grey theory’s processing ability on the unknown information data, the algorithm established the grey model for the
uncertainties, and real-time compensated the system’s unmodelled feature and disturbance signal, thus improving the control
precision. The simulation result can show that the proposed PID control algorithm based on grey prediction theory can effectively
predict and compensate the unmodelled feature and disturbance signal in DC motor servo system and improve the control precision
of the controller, thus providing the theoretical basis for the industrial application of PID control algorithm based on grey prediction

theory.

Keywords: PID control, DC motor, Noise, Disturbance, Grey prediction

1 Introduction

With the feature of simple structure, small size,
lightweight, reliable operation, easy maintenance, good
servo performance, fast response speed and good
stability, the DC motor is widely applied in the fields of
servo system, factory automation and defence industry
[1]. However, the measurement noise commonly existed
in the industrial field, the structural disturbance caused by
the abstract and simplification when establishing the
model and the parameter disturbance caused by the
parameter change in the actual work of the servo will
seriously influence the working performance of the servo
system [2]. The existence of above noise and disturbance
makes the traditional PID control strategy fail to meet the
control demand of DC motor servo system [3]. In order to
solve the influence of above measurement noise and
disturbance on the system control feature, the
measurement noise and disturbance need to be predicted
and compensated effectively. Grey prediction is a good
choice to predict the above measurement noise and
disturbance. It was firstly proposed by Professor Deng
Julong from Huazhong University of Science and
Technology [4]. Through the small amount of incomplete
information, the grey differential prediction model was
established to conduct the fuzzy and long description on
the development law of the things. Introducing the grey
prediction in servo control system can effectively predict
the above measurement noise and disturbance, and
conduct the corresponding compensation scheme
according to the prediction result.

Concerning the uncertainties may be existed in DC
motor servo system and the control quality that the

* Corresponding author e-mail: 110508@sina.com
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external disturbance may influence the control algorithm
of traditional PID, the author proposed a kind of PID
control algorithm combined the grey prediction theory
and traditional PID control algorithm and applied in the
DC motor servo system. With the grey theory’s
processing ability on the unknown information data, the
algorithm established the grey model for the
uncertainties, and real-time compensated the system’s
unmodelled feature and disturbance signal, thus
improving the control precision.

The main structure of the paper is as follows: Section
2 established the mathematical modelling of DC motor;
Section 3 described the theoretical basis for the grey
prediction; the design of grey PID controller was
described in Section 4; Section 5 was the numerical
analysis and conclusion discussion.

2 Mathematical modelling of DC motor

In modern industry, DC motor is the implementation
terminal with the most widely application in servo
system. With the research object of brushless
electromagnetic DC motor, the paper established the
mathematical model [5]. The working principle of DC
motor controlled by armature is as shown in Figure 1 [5].

According to Figure 1, the following equation can be
obtained:
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FIGURE 1 Working principle of DC motor
(1) Armature circuit voltage balance equation:

o=t %Y. R 0E,. o

In the formula, E, is the counter electromotive force

of the armature. It is produced when rotating the electric
digital. The size is proportional to the excitation flux and
revolving speed, and the direction is opposite to the
armature voltage u, (t) .

(2) Electromagnetic torque equation:

M, (t) = Ci, (1) - O]

In the formula, C, (N.m/A) is the moment
coefficient of the motor. M_(t) (N.M) is the

electromagnetic torque produced by the armature current.
(3) Torque balance equation of motor shaft:

J 0,0 =M, O-M, (). 3)

dav, (1)
"od
In the formula, f_, (N. m/rad/s) is the viscous friction

coefficient converted by the electromotor and load in the
motor shaft. J_ s (kg.m.s2) is the rotational inertia

converted by the electromotor and load in the motor
shaft.

Erasing the intermediate variables i, (t) , E, and
M, ) in (1)-(3), @,(t) can be obtained as the output
quantity, and the DC motor differential equation with the
input quantity of u, (t) is:

d2o, (1)

dt?

da, ()
dt

L,J

a

+(Lfn +RJy)

M
= Cmua (t) - La d " (t)
dt

m +(R, fy +C,,Co)ay, (1)

(4)

_RaMC(t)

For the armature circuit inductance L, is smaller in

the engineer, it can be neglected; therefore, the above
formula can be simplified as:
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d t
T, th()'Fa)m ) =KU, (1) -K,M_(t) . ®)
R
In the formula, T L . '
Ra fm +CmCe
C R

m a

|‘<1 = f K2 =,
R, f,+C,C, R, f,+C,C,
The motor’s transfer function from the control voltage

to the angular displacement can be obtained after the
LAPLACE conversion:

_0(s)  1/C,

CO=0) s+

(6)

In the formula, 1/C, is the velocity constant, and T
is the mechanical time constant.

3 Foundation for grey prediction theory

Grey theory was firstly proposed by Professor Deng
Julong from Huazhong University of Science and
Technology [4]. Through the small amount of incomplete
information, the grey differential prediction model was
established, thus whitening the grey quantity obtained in
the system to improve the control effect and robustness of
the controller.

3.1 ESTABLISHMENG OF GM (0, N) MODEL [6]

Supposing % ={x (1), %,(2),%,@3),---,x (M)} is the
dependent variable, X ={x(1),x (2),x@),---,x(n)} is
the independent variable, i={1,2,3,---,N} is the time
series data, the step to establish the time series data grey
prediction model GM (0, N) with the above small amount
of information is:

(1) Initialization time series data

The time series for the dependent variable and
independent variable after the initialization is [7]:

Xi(O) =% (k)/x (1)
In the formula, x, (1) is the first value of the variable

sequence.
(2) Establish the GM(0, N) model

Supposing x® is the sequence obtained after one
AGO of x; The prediction model of GM(0,N) can be

N
obtained as [8]: x” (k) =Y bx" (k)+a

i=2

Parameter 6:[b2,b3,---, by,a] can obtain the
parameter b through the least square method:
b=(B"B)'B"Y. @)
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x(2) xP(2) 1
In the formula, B= : :
x$ (n) x$(n) 1
x?(2)
@
v [
x ()

The solved approximate time response is:

N
X2 (k) = z b x" (k)+a. ®)
i=2
Reducing (7) can obtain:
O (k+1) =80 (k+1) -9 k), k=1,2,3---,n-1. (9)

In the formula X (1) = R (1).
3.2 GM(0, N) MODEL PREDICTION PROCESS

GM(0, N) model prediction process is as shown in the
following FIGURE 2 [9],

| Svstem featwre data sequence. I I Mudtiple related factor rtqlmwc-l
1|

Oy coredvica snalyzie- l

'l Deternume the system behavzor sequence. I
| High comrelation factor

paiens |

Establssl GM{0N} model l

Model tmie 1esponse type-

Single-factor predsction

HO

Accwndeted gearning q-:w.mi Related factor predection valise I

MModel test

ACCUFAIIRAS 1310035 LS Otionr

Systen feature data predictron vabne. |

FIGURE 2 Flowchart

4 Design of grey PID controller
4.1 PARAMETER ESTIMATION

If the following nonlinear uncertain system is the
research object,

X = Ax(t) +bu(t) +bD(x,t) . (10)

bD(x,t) is the uncertain part to meet the system
matching condition, and it contains the parameter
uncertainty and external interference mentioned
previously. Supposing
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D(x,t) =V, X, +V,X, +---V, x, + f (t). (17)

When we use the traditional PID control algorithm,
the uncertainty existed in the system will influence the
system’s control performance. In order to reduce the
influence brought by the uncertainty, improve the control
effect and system robustness, the corresponding GM
(O,N) model can be established with previous grey
prediction theory, the coarse value of the parameter V in
the uncertain part model can be estimated, and the
uncertain part D(x,t) can be correspondingly
compensated, thus improving the control effectiveness
and system robustness. D(x) in D(x,t) cannot be
directly measured through our measurement means,
therefore, the data obtained through our measurement can

be obtained after the grey prediction, and the discrete
value is:

D(x, k) = % (X(t) — AX(t)—bu (1)) (12)

In the formula, u (t) is the control volume of

traditional PID.

The specific algorithm for the estimation of coarse
value of model parameter V is as follows [9]:

Step 1, Establish the original discrete sequence

£O =(f(1)f(2)..F(N)) (13)
X" =(% (1% (2)..% (N))
X = (%, (1) %, (2)..%, (N))

Step 2, Sequence accumulation establishing model

k

x®@ 2% xO(m). (14)
m=1
Supposing D® , f® | x® (i=12,...,n) is the

accumulating generation sequence of D© | f© |
X; (i=1,2,...,n). The grey model in the uncertain part
D(x,t) is the accumulating generation sequence.

DY (x,t) =V, x +V,x! +..v x4 £, (15)

Concerning the slowly time-varying interference part,
it can be regarded as

\ Computer and Information Technologies
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fO(@1)=1f(1)2f
t¥(2)=2f(1)22f

(16)
fO(N)=Nf
Remember the parameter list as
VT = (V.Y £ (17)
Step 3, Calculation
XY (2)..xP (2)..1
g_| % (3)-x"(3)..2 18)
)él)(N) XY (N)..N -1
In the formula, B"'B must be reversible. If it is
irreversible, N shall be increased or decreased

appropriately until BT B becoming reversible.
Step 4, According to the state BB and Formula (15),
calculate D (k) discrete sequence,

Step 5, Calculate D (k) accumulating discrete
sequence
DY =(D" (1)D" (2)..D% (N)). (19)

Step 6, Calculate the uncertain parameter estimating
value

V=(BB,) B/DY
)T

4.2 GREY PID CONTROLLER

(20)

A A

V = (V.

Step 1, Firstly adopt PID control, and the control formula
is

u, =u(kT)=K,e(kT)

K e(kT)—e((k-1)T)-
T

+K ) e(JT)T+K,

-0

(21)

Step 2, Estimate the parameter VV with grey theory.
Based on the above control law, estimate the parameter V
with compensation control u, the estimator stops
working, the grey PID control algorithm is u+u, thus
inputting the clutch control after the compensation.
Wherein,
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Z\?ixi +f

i=1

{

jlﬁ(x,t)
)

(22)
f

5 Numerical simulation

In order to initially verify the PID control algorithm
based on grey prediction theory’s location tracking
efficiency in the DC motor, the system is simulated with
MATLAB simulating software. According to the selected
related parameter of DC motor in Formula (6), the
motor’s transfer function is:

_6(s)  1cC, 86
T U(s) s(T,s+1) s(0.015+1) "

G(s) (23)

In the simulation process, the specific simulation
parameter is as follows: V1=[5 5], f=5, kp=30, kd=5.0.
The simulation result is as shown in FIGURE 3-8, Figure
3-5 are the location tracking under the traditional PID
control, error and controller output situation respectively,
Figure 6-8 are location tracking under the grey prediction
PID control, error and controller output situation
respectively.

[——Desiea)
Actaal |

Oosired and Actal

' 2 " [} (X3 1 (K]
tmejs)

FIGURE 3 Traditional PID control location tracking

tracking error

1 16
time(s)

05

FIGURE 4 Traditional PID control location tracking error
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FIGURE 5 Traditional PID control output
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FIGURE 6 Grey PID control location tracking

According to the above simulation result, it can be
seen that under the same simulation environment and
parameter condition, the PID control algorithm based on
grey prediction theory showed a good tracking
performance in the location tracking process in DC
motor. Compared with the traditional PID control
algorithm, PID control algorithm based on grey
prediction theory can effectively use the grey theory’s
processing capability on the unknown information data.
The uncertain amount (parameter uncertainty and
disturbance) in the system is established the grey model
and effectively predict and compensate the unmodelled
feature and disturbance signal in DC motor servo system,
thus improving the control accuracy of the controller.

(& [T] [ ar 1 [X3 14 . 13 El
Seayy

FIGURE 7 Grey PID control location tracking error
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6 Conclusions

Concerning the uncertainties may be existed in DC motor
servo system and the control quality that the external
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feature and disturbance signal in DC motor servo system,
thus improving the control accuracy of the controller.

Acknowledgments

This work is funded by the Scientific Research Projects
of Xianyang Normal University (No.11XSYK 329,
No0.13XSYKO58).

[2] Zhang Zhihui, Li Yuren 2007 Application of Kalman Filtering
Technique in Servo System Small & Special Electrical Machines
35(12) 16-8 (In Chinese)

[3] Jingdong Zhang, Rui Tang, Yonggiao Wei 2013 Fuzzy Adaptive
PID Control for Parallel Machine Tool Applied Mechanics and
Materials 273 660-4 (In Chinese)

[4] Li Feng, Deng Julong 2000 Development Overview of Grey
System Theory Information and Development 3 6-9 (In Chinese)

\ Computer and Information Technologies



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 118-123 Li Hong, Wang ZongZhe
[5] Zhang Jihe 2008 Motor and Control Press: Southwest Jiaotong [8] Xu Rufu, Wang Wenchang, Yi Dong, Zhang Wei, Yin Quanhuan

University (In Chinese) 1999 Time Series Data GM(0,N) Prediction Model and Application
[6] Deng Julong 1990 Grey System Theory Tutorial Press: Huazhong Chinese Health Statistics 16(3) 162-3 (In Chinese)
University of Technology (In Chinese) [9] Yan Yongfei, Zhu Shunying, Wang Hong, Liu Jianting 2010
[7] Ji Wenjuan, Gu Wenben 2006 Application of GM(0O,N) Grey Highway Transport VVolume Prediction Method Based on GM(0,N)
Prediction Model in the Prediction of Yunnan Late Autumn Crop Gray System Wuhan University of Technology Journal
Yield Chinese Agricultural Meteorology 27(3) 229-32 (Transportation Science & Engineering Edition) 34(1) 93-6 (In
Chinese)

Authors

Hong Li

Current positions, grade: working in the School of Information Engineering, Xianyang Normal University

University studies: Master degree in computer applications technology from Northwest University for Nationalities in 2006.
Publications: authored or co-authored more than 20 papers.

Scientific interests: different aspects of control engineering, image processing and artificial intelligence.

ZongZhe Wang
Current positions, grade: an engineer

University studies: received the Bachelor degree in electrical automation from Xi'an University of Technology.
Scientific interests: control engineering and electrical automation.

123
Computer and Information Technologies



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 124-130 Chen Binggian

A new automatic registration method for InSAR image based on
multi-step strategy

Bingqian Chen”

School of Environment Science and Spatial Informatics, China University of Mining and Technology, 1 Daxue Road, Xuzhou, 221116, China

Received 12 May 2014, www.tsi.lv

Abstract

Interferometric Synthetic Aperture Radar (InSAR) technology has been widely used in various applications. The registration of SAR
(Synthetic Aperture Radar) images is the first step in interferometric processing therefore accurate registration is essential for the
successful creation and interpretation of interferometric products. However, with the growing number of SAR satellite launch and the
amount of data acquisition, the degree of automation of image registration have become increasingly demanding. In this paper, we
propose an automatic registration approach based on multi-step matching strategy. In the first step, key points are detected and
matched using modified scale invariant feature transform (SIFT) operator which modified by us reducing the influence of speckles.
In this step, owing to the existing of speckle and the defect of matching strategy of SIFT operator, the expected level of matching
accuracy is about 2 to 3 pixels. In the second step, correlation matching (CM) is used to exclude the matched points with low
correlation. In the third step, the probability relaxation (PR) algorithm based on global matching is used to induce consistency
constraint and ensure reliability of the matching result. Finally, corresponding transformation function is determined through the
relationship established by matched point pairs. In order to verify the applicability of proposed methodology, two SAR images
acquired over mountainous regions are used in our experiment. The experiment results show that subpixel registration accuracy and
good efficiency have been achieved, which demonstrates the correctness and feasibility of proposed method.

Keywords: InSAR, Image registration, Feature detection, SIFT, Correlation matching

1 Introduction Traditional registration method makes use of GCPs
determined by operating staff, which is time-consuming
INSAR is a technology developed in recent decades, and imprecision and is practically impossible for single
which utilizes the relationship between the phase look complex (SLC) SAR data. Therefore, many
difference and spatial distance difference of complex data  researchers have focused on the study of automatic
obtained in two repeat observations to extract three-  registration method [10-11]. However, the complexity of
dimensional information or elevation change information  registration of SAR image is much higher than optical
of ground surface [1, 2]. Due to its outstanding image due to the existing of speckle noise and blur-
advantages of fast, high-precision, all-time, all-weather  texture feature.
and large areas, it has been used in many domains, like In our study, we introduce feature-based scale
Digital Elevation Model (DEM) generation[3], target invariant feature transform (SIFT) operator to extract
recognition [4], volcano activity detection [5], landslide  prominent features points and complete initial
movements studies [6], and many more [7-9]. Prior to  registration, then area-based correlation matching (CM) is
most of mentioned applications, SAR images are required used to exclude the matched points with low correlation,
to be aligned accurately (usually subpixel level). to achieve the effect of removing of mismatch points.
The definition of the image registration can be Furthermore, the probability relaxation (PR) technique
explained as two images obtained from different time,  based on global matching algorithm is used to induce
sensors, or perspectives are unified to the same  consistency constraint and ensure reliability of the
coordinate system according to certain criterion. In  matching result. Finally, the parameters of transformation
general, most image registration methods consist of three  function are computed through the established key point
main steps: locating of GCPs (Ground Control Points), correspondence, and slave image is transformed through
matching of GCPs, determining of geometrical the transformation function. The proposed method is an
transformation function. Some obvious ground objects  automatic approach using a multistep matching strategy,
can be used as GCPs, like buildings, bridges, crossroads, =~ which completes the registration procedure from coarse
etc. The identification of sufficient GCPs pairs allows the ~ to fine precision. The results of the experiment are
transformation function to be determined. Finding  promising in their reliability, accuracy, and computing
suitable GCPs pairs is the most difficult step. efficiency, which prove the feasibility of proposed
method.

* Corresponding author e-mail: bgccumt@gmail.com
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2 Methodology

Our method mainly contains four steps. The matching
accuracy of key points is improved through the first three
steps, moving one-step at a time, coarse to fine, thus an
accurate mapping function model is established through
the fourth step. The flowchart of the main steps of
proposed method is illustrated in Figure 1. In the first
step, key points are detected and matched using modified
SIFT operator. In this step, due to the existing of speckle
and the defect of matching strategy of SIFT operator, the
expected level of matching accuracy is about 2 to 3
pixels. In the second step, CM is used to exclude the
matched points with low correlation, to achieve the effect
of removing of mismatch points. In the third step, the PR
technique based on global matching algorithm is used to
induce consistency constraint and ensure reliability of the
matching result. Finally, the parameters of transformation
function are computed through the established key point
correspondence, and slave image is transformed by
means of the transformation function. Although the slave
images are SLC data, the whole procedure processed
intensity images or power-detected images, i.e., it
avoided computing the complex data.

Master image

<=

Slave image

<L

Initial matching

<L

Mismatch points removing

<L

Global matching

<L

Transformation function determining

Registered
FIGURE 1 Flowchart of the main steps of proposed model

2.1. INITIAL MATCHING
2.2.1 Key points detection
The entire process flow of proposed method starts from

key point detection. For this purpose, the first step is to
establish the image scale space. For a two-dimensional
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image, its corresponding scale space L(x,y,o) can be
obtained by convolving the image with Gaussian kernel:

L(x,y,0) =G(X, y,0)*1(XY), M)

where 1(x,y) represents the two-dimensional image
coordinate, G(x,y,o) represents the Gaussian kernel,

o represents the variance of the Gaussian distribution.
In order to detect key points efficiently in the scale space,
difference of Gaussians (DoG) scale space D(x,y,o) is

created by means of convolving the image with different
scale space Gaussian kernels in the second step, and DoG
scale space is defined as:

D(X1 Y, O-) = (G(X! Yy, kG) _G(X1 Y, U)) *| (X’ y) (2)
=L(x, v, ko) -L(x,y,0) ’

where k is the scale difference factor. Finally, the
extrema are obtained through comparing the value of
DOG of sample pixel with its surrounding eight pixels in
the same scale space and the eighteen pixels in adjacent
upper and lower scale space, respectively. If the value of
sample pixel is larger or smaller than other neighbours, it
will be accepted as an initial key point.

Here considering the requirement of computational
efficiency and the influence of speckle noise, the original
algorithm of key point detection is adapted which skip
the searching for key points in first octave of the scale-
space pyramid. This modification is called SIFT-OCT,
more details about SIFT-OCT can be found in literature
[12].

2.1.2 Key Points Matching

According to the original matching strategy of SIFT
operator proposed by Lowe [13], the smallest Euclidean
distance criterion is adopted as similarity index, in other
words, if the distance between two descriptor vectors
defined by SIFT operator are smaller than others,
corresponding points are taken as a matching pair. In our
initial matching process, the strategy of smallest
Euclidean distance is adopted. However, the quality of
matching result using simple distance matching strategy
is poor and cannot satisfy our requirement of accurate
registration. An example of original SIFT operator
matching result is illustrated in Figure 2. As shown in
Figure 2, the positions of dots in the left image
correspond to the position of dots in the right image and
mismatch situations happening in the same colour
rectangle frame, which will affect the final accuracy of
image registration, therefore, in the following steps, the
matched pairs will be refined by CM and Global image
matching.
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2.2 MISMATCH POINTS REMOVING

Area-based CM methods also called template matching
[14]. A certain number of feature points are firstly
selected based on some kind algorithm (e.g. SIFT
operator) in the master image, and then a certain size
window with the feature point centred is determined, and
the window moves on the slave image pixel by pixel to
search the window with high set correlation. Finally, the
central pixels of the two windows with highest
correlation are considered as the matching points.
Generally speaking, the conventional CM methods
include correlation coefficient method, Fourier method
and mutual information method. Nevertheless, the
calculation of the mentioned methods is complex
especially when deal with large images. Because we have
already obtained initial matching point pairs by SIFT
operator in section 2.1 and our ultimate purpose of the
study is the removing of mismatch points ,therefore, a
search in all over the image is unnecessary we can
calculate the correlation value of the matched points
directly and judge whether it meet the requirement of
threshold value. If not, these points will be removed.

Correlation coefficient, is originall defined by
complex calculation and now is defined by us just
calculating intensity value, which avoids computing the
complex data thus computational efficiency is improved.
Here, correlation coefficient is defined as follows:

Zklzg: R(m,n)S(m, n)
p — m=1 n=1 ’ (3)

\/ k_ iR(m, n)? \/iiS(m,n)z

n=1 m=1 n=1

where p is the correlation coefficient (between 0 and 1),
R(m,n) and S(m,n) represent the coordinate of certain

matched point in master image and the corresponding
coordinate of point in slave image, respectively. The
matching window size is kxg The detailed

implemention steps of CM are described as followes:

FIGURE 2 The matching result by original SIFT operator

Chen Binggian

(i) The acquirement of initial matching points: The
initial matching points are obtained by modified SIFT
operator, as mentioned in section 2.1. We can assume set
R ={R1'7R2',---1R{} is initial matching points in the master

image and s'={s/,s,,...s/} is the corresponding

matching points in the slave image, respectively.

(ii) The calculation of correlation coefficient: The
value of correlation coefficient of the matched points is
calculated according to equation (3), and a certain size
search window is needed in the calculation processing of
correlation coefficient From section 2.1 we can know that
the extrema are detected in the DoG scale space by
comparing every pixel to the eight neighbouring pixels in
the same scale space, therefore,we can choose the range
of 3x3 as our size of search window.

(iii) The judgement of correlation coefficient: If the
correlation coefficient p is greater than threshold Y , it

is accepted as right matched points and retained,
otherwise excluded. Here 0.3 is adopted as the threshold
Y in our experiments.

Some obvious mismatch points can be removed by
CM, and the number of initial matching points also can
be lessened to a certain extent by adjusting the threshold
value of correlation coefficient, which will reduce the
amount of calculation of next steps. However, CM
belongs to isolated single point matching and does not
take account of the compatibility of the matching result
of one point pair with its neighbours, which leads to the
uncertainty existing of matching result and false matches
may still occur. Therefore, PR algorithm based on global
matching is introduced in the next step.

2.3 GLOBAL MATCHING

In this section, the PR algorithm is adopted to further
refine and ensure reliability of the matching result
obtained in section 2.2. PR algorithm was firstly used for
image registration by Rosenfeld et al. in 1976 [15]. The
PR algorithm is a parallel and iterative computation
process. Every point on the processing is in parallel in
every iteration process, and the iteration results of the

Computer and Information Technologies
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point are adjusted by means of the result of surrounding
points in next iteration. This parallel iterative process not
only taken into account the impact on the surrounding
results, but also has the characteristics of parallel
processing, therefore, it has been widely used in various
fields. In our study, the PR algorithm is used and two
matched point sets obtained in section 2.2 are regarded
"object" and "class", respectively. Therefore, the problem
from registration converts into classification. The detailed
process is described as follows.

Since we have acquired preliminary matching point
pairs in section 2.2, here we assume matched points set
T:{Tl,TZ,...,TJ.} as “object” set and correspondign set

S=1{S,,S,,...S
pixel m is the “object” in the master image, pixel n is
the corresponding “class” in the slave image. And now
the image matching become solving the problem
T,€S, . To improve the reliability of result of
classification, the global consistency must be considered,
i.e. classification results are in harmony with each other.
Therefore, on the basis of the requirement of PR
algorithm, the probability P, of T, €S, and the

compatible coefficient c(m,n;t,g) of T €S NT €S,

t
should be determined firstly.
A

} as “class” set. As shown in Figure 3,

) R " /g
o I | Ny %
n: 91 I~

v

t
FIGURE 3 PR algorithm with bridge model

Because the coherence of matched point pairs are
calculated by CM algorithm in section 2.2, here we take
the correlation coefficient p,_, as the initial value P, of

T eS,, and also we define the correlation coefficient

p(mt, ng) between interval [m,t] and [n, g] (Figure 3) as

the initial compatible coefficient C(m,n;t,g) of

T, €S, NT €S, ie.,

C(m,n;t, g) o« p(mt,ng). (4)
While the initial measurement of P and

mn

C(m,n;t,g) are determined, the relaxation iterative

procedure can be conducted according to the following
equations:
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(M) i(N)
Q(m,n) = Z (Z C(m,n;t, g)P(m,n))
P (m, n)(L+ 1Q(m, n))
i(F)

> P (m,n)

()

P“(m,n) =

where j(M) represents the number of neighbor points of
point m , i(N) and i(F) represent the number of

candidate matching points of slave image, u is the
ordinal number of iteration, | represents the incremental
coefficient. Iteration termination condition of equation 5
is defined as:

|P(“’ (m,n)—P“® (m, n)| <e.

(6)

3 Evaluation of Proposed Model Performance

To evaluate the performance of proposed model, several
criteria are introduced and described as follows:

(i) Running time: For testing the operating efficiency
of proposed method, we recorded the turnaround time,
which includes the time for the detection and execution
of the matching process.

(if) Standard deviations (STDs): To assess the
performance and verify the feasibility of the proposed
method, the STDs are introduced as an indicator of
measuring the accuracy of the registration. The STDs
computing formula is defined as follows:

: (7

STD,

azimuth —

where the (x;,y;) represents the coordinate of pixel i in
master image, (X;,Y;) represents the coordinate of the

same object in the transformed slave image, n is the
number of matched point pairs.

(iii) Interferogram quality evaluation: Interferogram is
the product obtained by complex conjugate multiplying
of two registered images, and its fringes definition is
taken as the criterion of registration quality by many
researchers [16]. That is, if the interferometric fringes are
clear, it indicates a good registration result is achieved.
However, it is a sufficient condition, not a necessary
condition, i.e. although clear interferometric fringes
indicate a good quality of registration, the blurred fringes
in interferogram not always mean poor registration
accuracy because the quality of interferogram depends on
not only registration but also temporal baseline, spatial
baseline and noise. Here the quality of an interferogram is
only used as qualitative description of registration results.
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(iv) Coherence estimation: Coherence is an important
concept in the InNSAR technology, which indicates the
degree of similarity between the two SAR images. The
coherence value is not only an important evaluation
criterion for the quality of local interferometric fringes,
but also a necessary condition to guarantee the reliability
of the results [17]. In our study, the mean value and
corresponding STDs of coherence are used to verify the
reliability of registration result. Here the coherence value
(0 <y <1) is defined as follows:

SRS
efltf e[l ]

where f, and f, represent the two registered SAR
images.

®)

4 Experiments and Results
4.1 DATASET

To verify the feasibility of the proposed method, two
images (size 600x600 pixel) acquired by X-band
TerraSAR-X satellite (launched by Deutsches Zentrum
fiir Luft- und Raumfahrt in 2007) are used in our first
experiment. The images were acquired over Van, Turkey,
featuring a mountain land cover class. From Table 1 we
can know that the time difference between two images is
eleven days.

TABLE 1 Details of TerraSAR-X images

TerraSAR-X
(Master image)

TerraSAR-X

Image (Slave image)

Mode Stripmap Mode  Stripmap Mode
Pixel Spacing (m) 3 3
Incidence Angle 33.18° 33.18°
Date of Acquisition 31/10/2011 11/11/2011

Wavelength (cm) 3.1

4.2 EXPERIMENT RESULTS

The matching results using proposed method in different
steps are seen in Figure 5(a), (b), and (c).The number of
initial key points detected by modified SIFT operator is
2266 in the master image and 1951 in the corresponding
slave image (Table 2). After applying of SIFT matching
strategy 264 matching point pairs are obtained. In this
step, owing to the speckle existing and the defect of
matching strategy of SIFT operator, mismatch occasions
may occur (Figure 4(a)), which lead to the high STDs in
range and azimuth directions (Table 2). So in the next
steps, CM and PR matching are adopted to refine the
matched pairs, the matching results are seen in Figure
4(b) and (c), respectively. From Figure 4(b) we can know
that the quality of matched points is improved but still
mismatching cases happening. Figure 4(c) shows that the
occasions of mismatching are disappeared and the final
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number of matching point is reduced to 75 and the
corresponding STDs are subpixel in both range and
azimuth directions (Table 2). The improvement in the
STDs show that initial matching by SIFT operator and
CM provides reliable initial locations.

To further examine the effect of image registration, an
interferogram (Figure 5) is produced by a point-wise
complex conjugate multiplication of corresponding pixels
in master image and registered image. And also,
corresponding coherence map (Figure 6) is obtained by
calculating equation 8.

(c)
FIGURE 4 Matching results in different steps. (a) Matching result using
the SIFT operator. (b) Matching result after using CM to (a). (c)
Matching result after using PR matching to (b)

FIGURE 5 Interferometric fringes (Van, Turkey) of X-band images

Computer and Information Technologies
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By visual inspection, we can find that most of the
interferometric fringes are clear and continuous, which
indicates the good quality of interferogram (Figure 5),
and corresponding a good coherence map (Figure 6(a),
high coherence is found in bright areas and low
coherence in dark areas.). In order to describe the value
of coherence quantitatively, the histogram of coherence
image is introduced (Figure 6(b)) and the mean of the

TABLE 2 Experimental results for TerraSAR-X images

Matching Algorithm SIFT
Number of key points Ref:2266 Inp:1951
Number of matches 264
STDs (pixel) Range:2.605 Azimuth:2.413
Turnaround time (s)

s /

100 |

200 |

300 |

400 F

500F o
f

300 400
(a) Coherence map

. P
éﬁ(} 1
200

600

100 600

SIFT +CM
Ref:264 Inp:264
191
Range:1.217 Azimuth:1.130
13

Chen Binggian

distribution and corresponding STDs are used to
coherence estimation. In Figure 6(b), the mean is 0.8395,
while its STDs is 0.0454. Both the high quality of
interferogram and coherence map also proves the good
result of registration. And also from Table 2 it can be
observed that the process speed of the test data is near
real time and sufficient for our work requirement.

SIFT+CM+PR
Ref:191 Inp:191
75
Range:0.0504 Azimuth:0.0717

01 02 03 04 05

coherence
(b) Histogram

06 07 08 09

FIGURE 6 Coherence map and the corresponding histogram of coherence

5 Conclusions

In this paper, we present a novel SAR image registration
method based on multi-step, which completes the
registration procedure from coarse to fine precision. The
feature-based SIFT operator is firstly introduced to
extract prominent features points and complete initial
matching, then area-based CM is used to exclude the
matched points with low correlation, to achieve the effect
of removing of mismatch points. Finally, the PR
algorithm based on global matching is used to induce
consistency constraint and ensure reliability of the
matching result. The proposed method is an automatic
approach which completes the entire registration
procedure without manual intervention.

We conduct one experiment using the proposed
method, and make a detailed analysis to the experiment
results in many aspects, i.e. key point detection, quality
of interferogram and coherence map, matching accuracy
and process turn around time. The experiment results
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show that the proposed methodology shows robust
performance and subpixel registration accuracy can be
achieved. The experiments results have also shown the
process speed of the test data is near real time, which
indicate the process efficiency can be guaranteed for
larger images. Moreover, another advantage of our
method is that it does not require special filtering process
before the SAR image registration.
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Abstract

In verification system, it is preferable to build reference model at transaction level which does not produce the output as the same
latency as the design itself. But due to the lack of accurately modelling design’s behaviour, there are some scenarios that design’s
output is different with reference model’s output due to the different processing delay of stimulus. Scoreboard can get lots of
comparison failure when it tries to do comparison between the output of reference model and design under such scenarios. In this
case, neither reference nor design is wrong from functionality, but output comparison failure will mix up with the true design issue
and bring trouble to the automatic check on design’s behaviour. Cycle based reference model does not have such problem. But it
usually takes great effort to implement cycle based reference models and maintain them. This paper provides its study on
implementation style of reference model. By predicting all possible output of design, this paper presents a method for reference
model to handle such stimulus competition scenarios at the transaction level. The paper also discusses the reference model’s reaction
effect on generator, which helps the test hit design’s corner case.

Keywords: System Verilog, reference model, scoreboard, competition stimulus, coverage driven verification

1 Introduction Reference models can provide rough justification by
checking the validity of the DUT behaviour given some

Verification usually consumes about 70% of the IC input and output. The DUT internals might be used for
design’s effort [1]. A lot of verification methodologies  justification.
are proposed in recent years. Constrained-random
stimulus is one the most important principles in IC 1.1 THE ISSUE OF TRANSACTION LEVEL
verification methodologies [2]. REFERENCE MODEL

Random base stimulus can only be generated
automatically. For automatically generated stimulus,  The transaction level functionality is the most commonly
reference model or a scoreboard will be used to predict ~ used reference model, so reference models are usually
the results of the stimulus and compare these results with ~ implemented with C, C++ and System C languages [1, 5].
output of design in an automated way. Figure 1 shows the It is thought that by using a common language the design
infrastructure of verification system with reference and verification can proceed smoothly from system-level
model. As illustrated in the Figure 1, the reference model ~ and  architectural-specification down to detailed
and the design under verification are subjected to the  implementation [7]. However due to the lack of
same stimulus and their output is compared for  accurately modelling design’s behaviour, some scenarios
discrepancies. may make reference model and design have different

output. Neither reference nor design is wrong from
Riﬂfg:fe functionality under such circumstance, but output
comparison failure will mix up with the true design issue
3 and bring trouble to the automatic check on design’s
Stimulus Design Under .| Response behaviour.
Generator Verification "| Comparator

FIGURE 1 Common architecture of verification system 12 QLI}ITEP)L(?I'NI;;ZLSEE\[/)VS:\(IT"T"HHEASEDLI,isEOREg:II:I MULUS

A reference model can be implemented at three levels PROCESSING

of precision [3].

Reference models can provide transaction—level
functionality.

Reference models can also be cycle accurate.

Figure 2 shows the infrastructure of a simple design
under verification and as followed its normally
implemented reference model with C language. In this

* Corresponding author e-mail: giu_lirong@126.com

131



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 131-137

example the design has 3 interfaces. Interface A is a port
for data input. The input is a kind of packet with header,
payload and CRC checksum. Interface B is a control
interface. Controlling commands for design are injected
by interface B. Interface C is for output. Design’s
behaviour is quite simple: it checks the input packets,
discards the packets with CRC error and saves the
payload of CRC correct packets into a local buffer. When
a flush command is received from interface B, design will
output the packets’ payload in its local buffer through
interface C. If local buffer is full, the input packets will
be discarded.

‘ interface B ‘
command
parsing
= pacl_<et =
@ receive @
g“ , check » buffer —» rg;gi?: > §
@ and 9 @
> save o

FIGURE 2 An example of design’s infrastructure

Reference model for the example design is shown:
#include <stdio>
#define BUF_LENGH xx
typedef struct tagPacket {
char header[4];
char payload[1000];
char crc[4];
unsigned int length;
} MyPacket;
MyPacket Buffer[BUF_LENGH];
unsigned int ValidPacketNum;
void flush(MyPacket* output, valid_length) {

Output = Buffer;

Valid_length = ValidPacketNum;

ValidPacketNum = 0;

}
void packet_receive(MyPacket input) {

Inti=0;

If(ValidPacketNum== BUF_LENGH){
printf(“buffer is full, packet is discarded\n”);
return;

}

If('crc_check(input) {

Printf(* CRC error is found, packet is discared\n”);
return;

}

for(i=0;i<4;i++)
Buffer[ValidPacketNum].header[i]= input.header[i];

for(i=0;i<input.length;i++)
Buffer[ValidPacketNum].payload[i]= input.payload[il;

for(i=0;i<4;i++)
Buffer[ValidPacketNum].crc[i] = input.crc[i];

Buffer[ValidPacketNum].length = input.length;

ValidPacketNum++;
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Reference model is formed by two functions and the
global variables which act as the local buffer and the
valid packet number saved in the buffer. One function is
to process the packets data and the other function is to
process the command. As reference model is
implemented at transaction level, it is not necessary to
emulate the exact function of design. The data saved in
the buffer can be packets type and it is not necessary to
get packet header and appended CRC removed. The
transaction level reference model is easy to be
implemented and integrated from system level down to
detailed implementation. Moreover, the simplification
makes transaction level model has less bug embedded
and can be entitle more confidence as a real golden model.

However, there is no timing delay for reference model
to run the function task such as packet receiving, packet
checking, command executing and buffer flushing. Due
to the lack of timing delay, reference model may predict a
different output as design does for the case that buffer is
full and a flush command is coming shortly after another
packet injection:

For reference model, the packet will be definitely
discarded as buffer is full and flush command is not
injected yet.

For design, the result depends on the delay of
processing the packet and flushing command. For
example, if design’s behaviour is like this: when flush
command is going on and the left byte is available for the
new valid incoming packet, the incoming packet will be
saved (not be flushed out. Chapter 4.3 will discuss the
case of this packet’s flushing out). Alternatively, it will
be discarded.

Therefore, for real design, we get two different results
based on stimuli’s different processing time. If result is
first one, it will be different with reference model’s
output. Under such circumstance we cannot say either
design or reference model is wrong, because they both
behave rightly according to the functionality. The most
outstanding character of such scenarios is that the stimuli
to be processed have competition. Who is the winner
decides the processed result. In this paper, we call such
scenarios as stimulus competition scenarios. In addition,
the bottom of this issue is that reference model cannot
process the packet or command in the same
synchronization step as design. It is usually called as
asynchronous issue between reference model and RTL.
Stimulus competition scenarios in a verification system
and asynchronous issue between reference models and
designs commonly exist. Moreover, scenario of buffer
flushing and packet processing under buffer full
condition is also an important corner case should be
covered by verification system. Although we do not care
if the packet is discarded or saved, we do care if design
will not hang up. This asynchronous issue must be
worked around for our test target.

In fact, to work around this asynchronous issue
between reference model and design, we have several
choices to do: Use reference model with accurate timing
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delay. Alternatively, make dedicated tests to test such
scenarios and handle the output comparison specially.
However, of them is perfect and neither both of them
need more effort on reference model or test suites. This
paper provides its study on implementation style of
reference model. By predicting all possible output of
design, this paper presents a method, which entitles
reference model the ability of handling the timing
sensitive scenarios automatically at the transaction level
for testbench. The following of this paper includes:

How to implement reference model and handle
stimuli competition scenarios at transaction level are
discussed and an example is introduced based on the
implementation method.

Several factors are introduced to optimize this
method.

Moreover good test program need to provide more
automation to maximize the functional coverage from
each test case and reduce the time needed to create a test
case [4 and 6]. So it is better to let verification system can
handle such asynchronous issue automatically and hit
such corner case easily. Chapter 4.2 also discuss an
advantage about the method to implement reference
model.

2 The approach to handle stimulus competition
scenarios at transaction level

In previous chapter, we have pointed out that due to
asynchronous issue, stimulus competition scenarios may
make reference model and design have different output.
The main reason is transaction level reference usually
takes no simulation time to process a stimulus while RTL
design cannot. Cycle accurate level reference does not
have such issue, as it emulate each time cycle of design.
To keep the transaction level feature, a good work around
is that reference model emulate several important time
stages of stimulus’s processing instead of each time
cycle.

2.1 EMULATE STIMULUS’ PROCESSING AT
STIMULUS’ START AND END.

Cycle accurate reference model can totally emulate every
time step of stimulus’ processing. However, it is not what
we want, as the effort is almost like to re-write a RTL
design and such model is quite difficult to maintain when
real design suffers a little change. In fact, what the
reference needs is just to emulate some important time
points of stimulus’ processing. It is not necessary to care
about every state of stimulus’ processing at each cycle.
Two of the most important timing points in stimulus’
processing are stimulus’ start points and end points. At
beginning reference model is in known state, we set it
verified state VS. Once a stimulus is injected to reference
model, we can look the injection operation as the start
point of the stimulus and put it into a timing uncertain
stimulus set, we mark it as U_SET. This uncertain
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stimulus set is bind to VS state. We mark this set it as
U_SETVS. In addition, with simulation going on, VS
state may evolve into several possible states due to
stimulus competition scenarios. We mark the possible
state as PS and manage all uncertain stimuli in an
independent set, U SET_ALL. U_SET_ALL include all
stimuli, which are bind to different PS. We set all new
added stimuli in U_SET_ALL as processing state for
later use. Figure 3 shows the flow chart of managing
injected stimulus by U_SETs (Different U_SET is bind to
different PS or VS) and U_SET_ALL. To make it a more
common solution, we assume reference model’s starting
state is in several possible states (PS). Each possible state
(PSi) has a U_SET bonded on it and marked as U_SETps;.

stimulus X is injected
(start point)

lpdate

update stimulus set >

set it to be processing|

ﬁ(_\

put stimulus X to
U_SETes;

FIGURE 3 Manage input stimulus with U_SETesj and U_SET_ALL

When an event of design is monitored by TB, we
make evaluation to see if any stimulus end point is
relative to this event. A good case is we are sure some
stimuli are definitely relative to this event. We mark these
stimuli as processed in U_SET_ALL. However, a more
complicated case is we just know some stimuli are
possibly relative to this event. We will handle this
complicated case directly. Reference model should try to
process the U_SETVS (or each U_SETps). The process
step is as followed.

Step 1: figure out all possible sequences combination
in U_SETVS (or each U_SETps)

Some combinations maybe illegal and should be
excluded: for example, if two stimuli come from same
interface, one must be injected later than the other. The
sequence combination can be managed by a stimulus
queue and the queue should be processed with its bind
state VS as reference model’s initial state. If reference
model is in several possible states, each U_SET, which is
bind to its possible state (PS) can make a bunch of queues.
We managed this bunch of queues with a queue set
marked as queue_setps. For easy use of next step, we put
all these queues into a big queue set (queue_seta). Each
queue will be attached with a reference model’s initial
state PSiniti. PSiniti is equal to queue’s bind state (PS; or
VS) at start. We also attach Jeriend @nd Jmin-end t0 €ach
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queue and set the queue as processing state for later use.
The meaning of Jveri-end and Jmin-end Will be explained later.
Figure 4 shows the flow chart of this step.

end point is monitored

stepl: queue_setyis generated

|

output state

merge each queue_set; into one queue_sety:
mark each queue as processing state,
set each queue Jye; eng=0

i<Number of

2
U_SETss —— goto step

queue_set;

« queues;
PSii11=PSy
: queue ¢

merge

get all possible queues set v
queue_set, for U_SETeg;,

setinitial model state PSy, for

each queue to be PS;

L

queue_sety

=
e ena1, State

Jrin_end 1

FIGURE 4 Generate the queues for all possible stimulus sequence

combination

Step 2: Process all queues in queue_sety with their
attached state as reference model’s initial state.

For queue i, we process these stimuli one by one and
from start to end. As a stimulus may influence design’s
output, we can compare reference model’s output with
design’s to make sure if this stimulus’s end point happens
or has been processed by design. A variable Jyeriend,i IS
used to record the position of latest stimulus whose end
point is verified to happen. In addition, we need a
variable TEMP_PS to record model’s state for next
stimulus’s processing. It is updated after a stimulus’s
processing. According to comparison result, we get two
routines depending on the comparing result: If reference
model’s output match with part or whole of design’s
output, evaluate this stimulus to see if current reference
model’s output is influenced by it. If the influence exists,
update Jeriendi to the stimulus’s position and update
reference model’s state PSiniti t0 TEMP_PS. We also
update this stimulus’s state as processed in U_SET_ALL
for later use. Then continue the next stimulus processing.
One thing should be noted that to check if output is
influenced by current stimulus is a case-by-case problem
and should be carefully figured out during
implementation.

If reference model’s output does not match with any
of design’s output, stop this queue’s processing and start
next queue’s processing.

During one queue’s processing, we can check if
design’s output is all compared off. If it is, that will mean
design’s behaviour is right. If not and all queues are
processed, that means some error happens and we need to
check design or model in further. Figure 5 shows this
step’s flow chart.
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step2: queue_sety is processed

eck output stafes
all output ever
compared off

o]

goto
step 3

‘ get " stimulus from queue; : ‘

stimulusi=queue[j]

process it with model at TEMP_PS;; ‘

compare the output.
are they match

update PSjy;; = TEMP_PS;; and

Jver_endi = J

U
«(( queue; PSiy
J tate

veri_end 1, S

Inin_end

Is design’ s output
compared off

Y
FIGURE 5 Process all queues in queue_setall to queue’s end
Step 3: Process all queues in queue_seta to real Jmin-

update
,,,,,,,,,,,,,, >

end-

In previous step, we can figure out which stimulus’s
end point happens and already mark it as processed state
in U SET_ALL. Now we should process each queue
again and update their attached state forward until latest
stimulus which is marked as processed in this queue. For
gueue;, the process can be start with Jveriendi +1 and
initialized state PSiniti , as PSiniti has been updated with
Jveri-end Stimulus’s processing in previous step. According
to the state of each stimulus in whole uncertain stimulus
set U SET_ALL, we can find out the latest stimulus
whose end point happens in queue;. We mark its position
as Jmin-ena,i . It is a similar flow as step 2: after one
stimulus is processed, by comparing the output with
design’s, we get two routines depending on the
comparing result.

If reference model’s output match with part or whole
of design’s output, Update Jerienai t0 the stimulus
position and update reference model’s state PSiniti. Then
continue the next stimulus processing.

If reference model’s output doesn’t match with any of
design’s output, stop this queue’s processing and mark
this queue as discarded. And then start next queue’s
processing.

After all queues are processed, check the state of all
queues. If they are all in discarded state, some error
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happens and we need to check design or model in further.
The flow chart is showed in Figure 6:

step3: process all queues to last
stimulus with end point happening

U_SET_ALL

get j stimulus from queue; :
stimulus;=queue;[j]

process it with model at TEMP_PS;; ‘

N ompare the output:
are they match
Y

update PS;y; = TEMP_PS;; and
\ Jver_endi =y j++

L]

goto
step 4

report error

FIGURE 6 Process all queues in queue_set,; to real Jmin-end

Step 4: merge the left queues.

After step 3, for queue;, reference model’s state is
updated to a new PSinit; and there are some stimuli (index
from Jueri-end;i +1 t0 end) are left as new uncertain stimulus
set which is bind to PSiniti, U_SETbpsiniti. We can compare
queue; with all other queues. If some of them are equal
(their left stimuli are equal and binding state PSiniti are
equal too), they can be merge to one U_SETbpsi. Then we
get several new possible states, PS; and new stimulus set
U_SET, which is bind to it and is ready for next around
processing.

2.2 AN APPLICATION FOR THE EXAMPLE DESIGN
IN CHAPTER 2

Following this method, it is not hard to figure out a
solution for the example mentioned chapter 2. Assuming
current verified state VS is buffer full, packet A is

coming and then a flush command B follows shortly after.

The uncertain stimulus set U_SETvys will have packet A
and command B. So does U_SET_ALL. Due to flush
command B, design will output packet payload in buffer
and mark flush command B’s end point. Therefore, we
can set flush command B as processed. To make the
competition stimulus scenario happen easily, we assume
buffer can store two packets’ payload.
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Two possible sequences combination in U_SETVS
are got: flush command B -> packet A and packet A ->
flush command B. they build up queue_seta too.

For queue 1, after flush command B is executed,
reference model will output data in buffer. TEMP_PS is
buffer empty. PSint1 is updated to TEMP_PS, buffer
empty state. Then for packet A, it will be saved according
to TEMP_PS. However, design should not have packet
A’s payload as output. So Packet A is still in processing
state and Jveri-end,1 keeps to be 1. For queue 2, packet A is
discarded and reference model will output data in buffer
after flush command B. Flush command B can be verified.
PSinit,2 is updated to buffer empty state, Jveri-end2 iS et to 2.

By checking U_SET_ALL, we can figure out Jmin-end,1
is 1 and Jmin-ena2 is 2. So step 3 can be ignored. Now two
queue’s state is as followed: buffer empty and packet A is
left in queue; buffer empty and no stimuli. They cannot
be merged. Therefore, we get U_SETps1 and U_SETpsy.

Then come packet C, packet D and flush command E,
which may compete with packet D. The new packet input
is also an event of end point of previous packet.
Therefore, packet A and packet C can be marked as
processed. Here we skip the end event of packet A and
packet C to ignore the procedure we do not care. For
U_SETPS1 we have two possible queues: packet A->
packet C ->packet D->flush command E and packet A->
packet C -> flush command E -> packet D. For
U_SETPS2 we have two possible queues too: packet C -
>packet D->flush command E and packet C -> flush
command E -> packet D. Now we can merge them into
one big queue_set.

Queue 1. packet A-> packet C ->packet D->flush
command E, PSinit.1 is buffer empty.

Queue 2: packet A-> packet C -> flush command E ->
packet D, PSinit,2 is buffer empty.

Queue 3: packet C -> packet D -> flush command E,
PSinit.3 is buffer empty.

Queue 4: packet C -> flush command E -> packet D,
PSinit.4 is buffer empty.

For queue 1, packet A, packet C will be saved; Packet
D is discarded due to buffer is full again; Packet A and
packet C will be flush out due to flush command E. Now
we can get sure state about packet A by comparison result
with design’s output. If two results match, packet A and
packet C are set to processed state. Queue 1 is updated to
the state that buffer is empty and no stimulus is left in
queue. If results don’t match, queue 1 will not be updated.

For queue 2, packet A, packet C will be saved and
then be flushed out. Packet D is saved. By comparison
result with design’s output. If two results match, packet A
and packet C are set to processed state. Queue 2 is
updated to buffer empty and packet D is left in queue. If
results do not match queue 2 will not be updated.

For queue 3, packet C and packet D are saved and
packet C will be flush out.

For queue 4, packet C and packet D are saved and
flushed out. As the output is different, we can make sure
if packet D is flush out or not.
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If packet A is not discarded in previous stimulus
competition scenario, queue 3 and 4 will be marked as
discarded state in step 3. Queue 1 and queue 2’s states are
quite like the states of two queues in previous
competition scenario. If packet A is discarded, queue 1
and queue 2 will be marked as discarded state in first
stimulus’s processing and comparing. Queue 3 and queue
4 will make a duel based packet D’s comparison. So only
one of them survives and bring reference model to a
determined state.

3 The consider factor in reference model’s
implementation

Sometimes there are too many stimuli in the U_SET,
which will make too many PS states. Based on these new
PS states, a new big U _SET may be got again. After
processing these new U_SET, more second stage of PSs
may be got. Chapter 3.2 has shown us an example, 4
queues and two PSs are got in second stimulus
competition scenario. To record and maintain these PSs
and U_SET is a complicated job. So better to do some
optimization or trade off during reference model’s
implementation in a verification system.

3.1 REDUCE THE AMBIGUOUS TIME

For stimulus competition scenarios which may generate
different result due to different time delay of stimulus’
processing, time between start point and end point of the
stimulus can be regarded as an ambiguous time. We do
not know design behaviour definitely. If the ambiguous
time is reduced, the number of stimuli in U_SET will be
reduced and the number final possible state PS after all
possible queues are processed will be reduced too. To do
this, we need to mark the stimulus start point as later as
possible and mark stimulus end point as early as possible.
For example, set stimulus start point when the stimulus
are totally injected to DUT if we are sure that design
output can only be affected after the whole stimulus are
totally taken in by design.

If internal signal of design is available to verification
engineer, checking the internal signal of design is another
good method. Although internal signal can be changed,
some important signals are usually preserved if
functionality of design is not modified a lot. Moreover
checking internal signal means we can let reference
model sync to design’s timing step and can reduce
ambiguous time to 0. This method is a trade-off. If too
many internal signals are monitored, to maintain these
signals will be another burden for testbench. A worst case
is sometimes RTL is encrypted if verification system is
developed by third part agent.

3.2 CONSTRAIN THE STIMULUS’S GENERATION

The PS or VS of reference model can be a good feedback
to generator. When competition stimulus scenario
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happens and several possible results are got. By checking
the state of reference model, the generator can be forced
to generate stimulus, which can bring definitely
determined state to reference model. For example in
chapter 3.2, if generator finds that reference model is not
sure about buffer’s state as packet A may be discarded or
saved, another flush command can be injected. Then by
comparing flush output, packet A’s state will be
determined quite soon. However, with such constraint,
some scenarios cannot be produced. Therefore,
verification engineers should judge if lost scenarios are
important for the design’s function verification.

Another advantage of constraining stimulus’s
generation based on reference model’s state is the
expected corner case is easier to hit than normal
randomized generation. For the example design given in
chapter 2, buffer full can be a corner case. By checking
buffer state in reference model, we can constraint to
generate more packets and less flush command when
buffer is nearly full. Then buffer full condition can be
easily achieved.

3.3 SUBTRACT THE EVENT FOR STIMULUS’S
START POINT AND END POINT

Subtract the right event for stimulus’s start point and end
point is another important factor for the method presented
in this paper. In fact, from a broad concept, polling
design’s internal signal is a way to subtract the event of
stimulus’s start point and end point. However, by
analysing design behaviour, some event can be subtracted
just based on the input and output.

You will find that solution in chapter 3 will not work
if we modify the design’s behaviour like this: Interface C
must be in a stable speed if data flush is ongoing. Due to
buffer and speed of interface A, C are well defined, when
the buffer is only flushed a little, available byte cannot
afford the incoming packet, the packet will be discarded;
when the buffer is flushed too much, to flushing out
incoming packet may face the risk that left byte in buffer
is flushed out but incoming packet is not fully received.
Under such condition, design may not keep a stable
flushing speed for interface C. So incoming packet will
be just saved; when the buffer is flushed neither so less
nor so much, the incoming packet can be flushed out.

The answer for such design change is not hard: if we
subtract a stimulus like “enough byte is flushed out for
incoming packet” which is after the flush command and
adapt it to the solution, the problem can be solved again.

4 Summary

The method to implement reference model presented by
this paper is to find all possible states and results during
ambiguous time and figure out the final state and result
after comparison with design’s output. To do this,
reference model will record all stimuli whose end points
are not coming. By process all possible sequence for
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these stimuli, design’s possible state and output will be
figured out. From 4.2 we also find an extra advantage to
record these states, which help with the test to cover the
specified corner case easily. This is another back up to
implement reference model by using this method.
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Abstract

Analysis and evaluation of the operational effectiveness of weapon equipment operational systems has always been a complex
problem, a study of its evaluation technology is of great significance. Task oriented operation, this paper discusses equipment
operational system dynamic integration needs, and discusses the steps and comprehensive performance evaluation method of weapon
equipment operational system, made a fuzzy comprehensive evaluation method to better adapt to comprehensive performance
evaluation of weapon equipment operational system. According to the characteristics of system evaluation factors, and gives an
indicator of quantitative methods established based on analytic hierarchy process and correlation analysis of comprehensive
performance evaluation model, based on three types of weapon equipment operational system data, for example, proves the validity

of the method.

Keywords: Weapon Equipment Systems, Comprehensive Performance, Combat Effectiveness, Multi-level Fuzzy comprehensive evaluation

1 Introduction

With the weapons and equipment have been modernized
and weapons and equipment the ability to play in the
combat system, military experts alone, intuition and
experience to evaluate, it is impossible to meet the
requirements of high-tech war under the current
conditions, fast, accurate and effective equipment
operation evaluation methods have become weapons and
equipment development is bound to ask. Evaluation of
weapon equipment operational capability is the planning,
development, equipment and weaponry deployment and
operational application of important links. Played by
weapons and equipment in the course of actual combat
capability, mainly using operational effectiveness is
measured by the weapons and equipment of combat
missions performed by. Measure of the weapon
equipment operational effectiveness in the combat system
is one of the weapons and equipment of the most
important assessment parameters; it can reflect the
essential characteristics of the weapons and equipment in
combat system. In the current world, military equipment
operational effectiveness evaluation has become a
research and development facility equipped with a "hot"
topic. The operational effectiveness evaluation of
equipment, equipment, combat simulation, simulation
technology has played a key role in the application of, but
as the battlefield situation information under the
condition of information needs, simulation, simulation
applications there are some new issues that cannot be
resolved, For example, in the "linear features",
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"dimensions of disaster" and "complexity of disaster”
features such as handling performance in particular.

This article in the previous study of weapon
equipment operational system operational effectiveness
based on the analysis, considering the issue and proceed
from the characteristics of weapon equipment operational
effectiveness, presented to the operational effectiveness
of weapon equipment operational system analysis of
comprehensive  evaluation method using fuzzy
comprehensive evaluation method to build weapons and
equipment effectiveness evaluation model and evaluation
system of weapon equipment operational system
effectiveness is given.

2 Operational effectiveness evaluation of weapon
equipment operational system processes

Weaponry in combat system performance evaluation, not
only demand for weapons and equipment appeared a
clear understanding of the root of the problem, also need
clear evaluation of data sources to determine what
assessment methods are used, and map out the equipment
operational effectiveness evaluation process to guide the
evaluation studies. Literature [1] gives the typical
evaluation of  weapon  equipment  operational
effectiveness evaluation processes (for example, as
shown in Figure 1).



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 138-142

| Clear Sys tem Objed ves |
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Analysis of 3ystem Factors |A55E55mentﬁe5ult5 |
Establishment of Evaluation | Experts Assessment |

Thestructureand evaluation criteria

FIGURE 1 The evaluation of weapon equipment operational

effectiveness processes

The above (Figure 1) evaluation processes in the area
of evaluation of weapon equipment operational
effectiveness is widely used, but it also has its
disadvantages:

1) The lack of feedback loops in the middle of the

evaluation process; it is a one-way assessment
process. Satisfaction evaluation system needs to
be able to pass a reasonable assessment came over
and over again, and the process is repeated
evaluation of the loop can be adjusted; one
evaluation process is unable to meet this
requirement.
The fixed evaluation of data sources.
Conventional evaluation methods, mainly fixed
data source select static analysis results after
processing. However in the actual equipment
operational evaluation in the course of its data
sources are constantly changing. So fixed
evaluation of data sources for in-depth evaluation
studies, limitations are made, it is difficult to find
variation occurring in the evaluation process.

2)

3 Operational effectiveness evaluation model of
weapon equipment operational system

3.1 THE OPERATIONAL EFFECTIVENESS
EVALUATION OF KEY LINKS

The key elements of weapon equipment operational
effectiveness evaluation system is mainly reflected in:
evaluation model of the system of indicators, evaluation
parameters determining the calculation of indicators,
evaluation parameters and performance evaluations.
Evaluation of operational effectiveness for weapon
equipment operational system currently, probability
models, the classic method of ADC, SCA based on
Cybernetics and its index model method [2]. Evaluation
modelling is the key to the evaluation process, as a
Department of weapon equipment operational
effectiveness evaluation of programmed implementation
and evaluation parameters of calculation on the
assumption; it maps the evaluation for effectiveness
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evaluation model, effective formative assessment solution
scenarios.

The application of fuzzy comprehensive evaluation in
the weapon equipment operational system focuses on
how to determine the weaponry of scientific rationality
and the weight of evaluating indicators in combat system.
Method for determining the weights of the evaluation
indexes for three main categories [3]:

1) Subjective weighting method. Mainly, expert
investigation of binomial coefficients, APH analytic
[4] and the least square method.

The weight method. Mainly includes: multi-objective
programming method, entropy method, component
analysis, etc.

The method of combination weighting. Combination
weighting method is to use a combination of
subjective and objective weighting method uses a
weighting method, perform two weighting method
advantages. Equipment operational review process,
we use fuzzy consistent matrix to determine weight,
avoiding the APH AHP analysis on the adjustment
problems of inconsistency of judgment matrix.

2)

3)

3.2 FUZZY COMPREHENSIVE EVALUATION
METHOD

1) Target set. The target set for u = (u,,u,,---,u,)-
2) Evaluation set. The  evaluation set for
V=(V,V,, -, V,).
3) Fuzzy comprehensive evaluation model [5, 6]. Due to
the a-level fuzzy comprehensive evaluation:
TR P im
B = (buby e by) = (a3, )| By Ty “Tom (1)
rnl n2 ) rnm
0<r. <1

] —
The comprehensive evaluation of the first, after judge
sets is going to judge the result as a single factor, two-
level fuzzy comprehensive evaluation, whose formula is:

AR B,
C=AB-= A{'RZ A |- Adby) - @
A]'Rn Bn

3.3 MODEL SYSTEM OF WEAPON EQUIPMENT
OPERATIONAL EFFECTIVENESS

The equipment operation system effectiveness
assessment is mainly on programmers of different
weaponry systems and systems analysis, comparison; you
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need to identify measure indicators. Indicators and
combat effectiveness evaluation of weapon equipment
operational tasks are closely related and, therefore, have
appropriate characteristics, such as indicators to reflect
the end of Figure thing, Figure thing for different
purposes, their efficiency evaluation indicators are also
different; indicators to reflect the randomness of combat,
using a probabilistic nature of digital character to
represent; indicators to reflect the complexity of the
battle, with gradation and diversity. Armed combat
system effectiveness evaluation by using the method of
fuzzy comprehensive evaluation for effectiveness
evaluation. First of all, to levels of operational efficiency
evaluation systems of all kinds of weapons into fuzzy
subset defines evaluation levels:

Wu Rong-chun, Zhang Feng-li, Zhang Jin-bang, He Qian

V ={V,V,,V,V,, Vg } . 3)

Equipment operation system effectiveness assessment
is divided into five levels: excellent (v,), Good (V,),
Middle (v,), General (v,) and Poor (v, ). Corresponding

values are as follows: 0.80 above and 0.79~0.60,
0.59~0.50, 0.49~0.40, and under 0. 40. For different
subsets of assessment, the meanings of the elements in
the collection are not the same. To establish the
assessment factors system structure diagram as shown in
Figure 2. Evaluation factors is a subordinate relations
associated class hierarchy, give class hierarchy is
multistage evaluation factors system, and the top
evaluation target. Here will be summarized as evaluation
factors subset a secondary evaluation structure.

Esaluation indexsystem ofweapon equipment operational effectiveness

i
E ¥ ¥ v i
! i
[ Evaluation index system of weapon To carrythe maintask Carrythesuccessortask H
E equioment operational effectiveness efficiency efficiency i
! T T T i
! ¥ v L4 ¥ v v ] (2 v j
i - !
i| Tofightthe Operational Mlajor combat MWlain combat Mext combat Mext combat :
i| assignment tas ks to missions mission mission mission i
| indicatorl completeindex complated indicatorn complete camplate |
! n indicator 1 indicator 1 indicator n i
'._._._._._._._._._._._._._._._._._._._._._._._._._._._._|_ ......................................................... i

Combat abilityto component 1

Combat abilityto component k

Combat ability to component M

T3 T

N T S T

| Componen Component Component Capability Component Component
| t1ability 1 ability 1 capacity index ofthe n capacity capaciy
i| indexofl index ofl indicatar m comoonent kn indicatar indicatar ofn
el L
Level measurement set is: A={a,a,a}. (6)
U ={u,u,,us “) Secondary fuzzy evaluation factors weight set is a

where U, task before you can carry effectiveness; U, to

carry the main task effectiveness; U, is the carry the

successor task effectiveness.
The second-level test set is a family of sets:

U, :{ulml’UZmz’USm3} ! (5)
where Ui, :{uil’uiZ"“'uiS}’i =123,
m =12, M,.

By determining the parameters of the evaluation
factors weight at all levels, come to the evaluation factors
weight fuzzy membership vector parameters.

Level evaluation factors weight fuzzy sets as follows:

family of sets:
Ao ={ A, , Pan, , A, | @)
where

Aim:{ail,aiz,m,aimi,aiMi},i=1,2,3, (8)
m =12, M,.

a,, of A, is the evaluation factors in the fuzzy set

membership.

According to the rating evaluation factors, first
establish a mapping of each grade from U to V, establish
distribution fuzzy to determine fuzzy relation matrix.
Describe the evaluation factor in accurate mathematical
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models through formulas to calculate values, later
transformed into fuzzy fields within the membership.
Using membership function finds the fuzzy relation
matrix evaluation factor fuzzy relation matrix elements in

I.
[

The corresponding evaluation grade v, ={j=1,2,3,---}.
The degree  of  membership  a;(u;)
U ={u=1,23"}.

Based classification evaluation factors assessment for
each grade of membership function is normal, its fuzzy
distributed [7, 8]:

(u) =ex u-m, )
a; (U;) =€Xp 5,

Among them a; (u;), m; and &, respectively, for the
first i evaluation factors on the first U;, j, V; the

membership degree of evaluation grades and their
statistical values of mean and variance

where

©)
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rim b 5
I r I
R' 121 122 I2xs
= . . . (10)
r r ... L

Imx1 Imx2
For model calculations, by determination of level
measurement: B=A-R={b,,b,,b,,b, b, }.
This operation model fuzzy operator for M(.,v):

B=AcR={b,b,,b,b, b}
Operations for the above levels in turn, calculated
level of evaluation findings: B=AcR= A o(Az2 o A).
According to the principle of maximum membership
degree judgment, their evaluation results are b
corresponds to the maximum membership degree in
evaluation of language [9].

4 Examples of application

Existing A, B, C three types of weapons and equipment
combat system, according to the requirements of the
soldiers of equipment capability, intends to select fire
damage ability, field survival ability, mobility; the
adaptability of battlefield four aspects of the
comprehensive ability inspects the comprehensive
performance of the combat system equipment.

TABLE 1 the performance of the three types of weapons and equipment combat system technical index

Capacity - Type series
indicator Performance indicators Model A Model B Model C
Ammunition power Excellent (0.75) Excellent (0.75) Good (0.625)
Range Excellent (0.75) Excellent (0.75) Excellent (0.75)
Fire damage Precision Medium (0.50) Medium (0.50) Good (0.625)
Measure aiming at the response time Medium (0.50) Excellent (0.75) Good (0.625)
Fire duration Medium (0.50) Medium (0.50) Medium (0.50)
Camouflage ability Good (0.625) Medium (0.50) Medium (0.50)
Battlefield Protection capability Good (0.625) Excellent (0.75) Good (0.625)
survivability Risk perception Medium (0.50) Good (0.625) Medium (0.50)
Work time Good (0.625) Medium (0.50) Good (0.625)
total weight Good (0.625) Excellent (0.75) Medium (0.50)
Mobility Overall dimensions Medium (0.50) Medium (0.50) Medium (0.50)
Time to prepare Good (0.625) Medium (0.50) Good (0.625)
Battlefield reIi_abiI_iFy PO(_)r (0.25) Med!um (0.50) Med!um (0.50)
adaptability availability Medium (0.50) Medium (0.50) Medium (0.50)

Service features

The influence factors of the efficiency evaluation set

Medium (0.50)

Good (0.625)

w, =(0.637,0.258,0.105) .

Poor (0.25)

up  V={v,v,,v,,V,,V}, including

respectively corresponding to the excellent, good, good,
medium and poor. The values above 1.0, 0.75, 0.625,
0.75 and 0.625 below, (ex: as shown in Table 1).

Using analytic methods, determining each factor
index on the upper level index weighting is as follows:

w = (0.428,0.160, 0.128,0.074) ,

w, = (0.458,0.041,0.162,0.256) ,
w, = (0.053,0.548,0.102,0.297) ,
w, = (0.731,0.081,0.188)

Vi Vo, Vs, V,, Vs
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Table 1 performance of weapon equipment operational
systems in fire damage capability properties matrix is:
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0.75 0.75 0.625
0.75 0.75 0.75
R1=[0.50 050 0.625].
0.50 0.75 0.625
050 050 0.50
11 0
00 O
Aplanningis: g, =[o0 o0 1
0 1 05
00 O
The optimal vector G =@1,0,11,0), B =(0,0,0,0,0),

known weight vector for w, = (0.458,0.041,0.162,0.256) Can

be calculated for each vector-valued, generation into the
evaluation model, the evaluation results will be achieved.
u, = {0.6490, 0.8349, 0.2247} .

Similarly, it can be obtained:
u, = {0.2462, 0.7538, 0.1752} )
u, ={0.8228,0.8795,0.1205} ,
u, = {0.1008, 0.9208, 0.8396} .

4.2 COMPREHENSIVE PERFORMANCE INDEX OF
THE SECONDARY EVALUATION

0.6490

0.2462
"|0.8228 0.8795 0.1205

0.1008 0.9208 0.8396
The optimal vector G =(0.8349,0.7538,0.8795,0.9208)
B =(0.2247,0.1752,0.1205,0.1008), known weight vector
for w=(0.428,0.160,0.128,0.074) can be calculated for
each vector-valued, generation into the evaluation model,
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the  evaluation results  will be  achieved:
u= {0.1670, 0.9783, 0.0458} .

4.3 EXPERIMENTAL EVALUATION OF THE
RESULTS

Through the above evaluation results of the comparison,
from the size of the comprehensive performance, A
model > B model > C model, the in conformity with the
actual situation is. Compared with other comprehensive
performance evaluation method, the result is reasonable,
more practicable methods.

5 Conclusions

Weapons in combat role in the process of weapon
equipment can be used in the process of operations in
ability to measure stipulated task. Combat system
effectiveness evaluation is one of the most important
evaluation indexes of weapon equipment system; it can
reflect the essence of weapon system. Using fuzzy
comprehensive  evaluation method, through the
establishment of weapons and equipment combat system
evaluation model, can be found by the experimental
results on the efficiency of weapon equipment operational
system qualitative quantitative research. Give full play to
command and combat -effectiveness, to make the
equipment system effectiveness is stronger than the
enemy.
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Abstract

Search and rescue (SAR) plan decides the result of SAR activity, and relates with the safety of life and property at sea. To improve
the efficiency and standard of SAR, and give the SAR officer support to make better decisions, expert system (ES) is been researched
by this paper, and the ES based on fuzzy rules for maritime SAR is proposed. Firstly, the structure of ES based on fuzzy rules for
SAR is designed. Secondly, we have researched SAR knowledge acquisition and knowledge representation, chosen five ways to
acquire SAR knowledge. At last, we designed the inference engine of ES for SAR, and introduced it in an example.

Keywords: fuzzy rules, expert system, supporting system, search and rescue

1 Introduction

With the economic development exchange of
commaodities among countries become more frequent, the
amount of ship being engaged in transporting is
increasing continuously, and the scale of maritime
activities is more and more big, which make the task of
maritime search and rescue (SAR) more heavy [1]. SAR
is not only a difficult task, but international responsibility
[2]. The safety of shipping has been improved by the
advanced navigation technical. However there are
complex and unpredictable situation at sea, and maritime
accident still happens frequently. For example, in June
2013 “Asian Express” ship with Maldives nationality
damaged and sunk after floated two days in heavy
weather because of power lost in Arabian Sea. In 2011,
general cargo vessel “Swanland” sunk in Irish Sea due to
hull damage. In June 2008, passenger ship “Star Prince”
sunk in waters of the central Philippines after
encountered typhoon and more than 700 people lost their
lives. In February 2006, passenger sip “Salamu 98 sunk
after explosion, and more than 1000 people were killed.
After maritime accident the life of passengers and crew is
under threat, and SAR is very necessary. Maritime SAR
is not only the method to guarantee the safety of life and
property but the expression of international humanitarian.

SAR refers to the search and rescue action made by
search and rescue force except the ship in distress after
they acquire distress message, which contains search
section and rescue section. Search means to determine the
location of people in distress with the coordination of
SAR coordination centre, and rescue indicates to save the
people in distress, provide preliminary medical service
and other necessary service for them, and move them to
safe place [3]. In order to improve the efficiency of SAR,
researchers in different country has done a lot of work
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about SAR, and the emphasis of their work would be
shown in the following:

(1) The search area. For example, reference [3]
proposed an ensemble drift model of search objects based
on stochastic particle simulation approach to determine
the search area.

(2) Optimal model for the selection of search and
rescue force at sea. For example, reference [4] constructs
the optimal model for search force selection at sea, solves
the model, and simulates the search situation.

(3) Supporting system for maritime SAR. Because the
SAR problem is very complex, commanding officer
cannot make perfect SAR plan according to his own
experience. In response to this situation, decision
supporting system based on cases [5] and expert system
[6-10] were used in SAR; assist the officer to make SAR
plan.

Expert system (ES) is one part of artificial
intelligence, and is a computer program that solves the
specialized problems at the level of a human expert [11].
Compared with human experts, the characteristic of ES is
that it can study and explain the process of inference,
adapt difficult environment, inference and deal with big
data. If the ES is used, the efficiency of SAR would be
improved. Nowadays, there are different kinds of ES,
mainly contains ES based on rules, ES based on frame,
and ES based on cases. Among them ES based on rules is
widely used because of its simple development tool and
successful example, so this paper researched the ES
based on fuzzy rules for maritime search and rescue.

2 Search and Rescue Expert System
2.1 STRUCTURE OF SAR ES

The basic structure of ES based on rules was proposed

Operation Research and Decision Making
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by Newell and Simon in Carnegie Mellon University,
which contains five parts. They are respectively
knowledge base, database, inference engine, explanatory
equipment and user interface. On this basis, this paper
designs the structure of ES based on fuzzy rule for
maritime search and rescue, and its structure is shown in
Figure 1. The system contains six parts, they are
respectively SAR Knowledge base, SAR work memory,
inference engine, explanatory program, knowledge
acquisition, and user interface.

SAR knowledge base contains all knowledge about
maritime search and rescue domain. In this system, SAR
knowledge is represented with a lot of fuzzy rules. Each
rule indicates a relationship, suggestion, instruction,
tactic, or heuristic method, and has IF (LHS: Left-Hand-
Side) THEN (RHS: Right-Hand-Side) structure. When
the LHS is met, the rule is aroused, and the RHS is
implemented. According to the function of SAR
knowledge, we can divide them into maritime search
knowledge and maritime rescue knowledge. The former
is used to decide the location of people in distress, and
search plan. The latter is used to save the people in
distress after they are discovered. Therefore, the search
knowledge is basic of SAR plan, and the rescue
knowledge is the leader of rescue scene.

SAR Work
memory

(Facts)

v |
/ Fuzzy inference \
’,’A engine (Agenda) \
/

Explanatory
program
<

<_

Knowledge
acquisition
—

=)

_—
_—
) L
—

T
—_

/
//

\%

User Interface ‘
FIGURE 1 The Structure of ES based on fuzzy rules for SAR

SAR work memory contains a set of facts, which is
used to match LHS part of knowledge base. These facts
refer to the maritime SAR information, which has a good
variety, and contains the information of ship in distress,
SAR force, and meteorology and sea condition. Fuzzy
inference engine’s mission is to find the reasonable SAR
plan according to SAR knowledge and SAR information.
Additionally, explanatory program explains the inference
process for user, which can be regarded as the basis of
SAR plan. Knowledge acquisition is used to add new
knowledge to system, and self study. User interface is the
bridge between the user, human experts, knowledge
engineers and ES.
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2.2 DEVELOPMENT TEAM OF SAR ES

In order to introduce the development of ES, this part
would introduce the development team of SAR ES. It
contains five parts: SAR domain experts, knowledge
engineers, programmers, manager and users, and the
relationship among them are shown in Figure 2.
Knowledge engineers are responsible for the work to
design, construct, and test the ES, programmers are
responsible for code, manager leads the process of
development and coordinates other members, and users
are mainly the officers who make SAR plan or
commanding officer in rescue scene.

SAR domain experts should have the knowledge
about shipping, maritime, aeronautics, medical,
environment, petrochemical, ocean engineering, and
meteorology. They are members of development team of
ES, because they have experience in SAR. In SAR
domain, experts work at maritime search and rescue
centre or SAR scene. However, it is very difficult to let
them represent their experience with rules. Additionally,
the SAR knowledge provided by them is often fuzzy, for
example, they may tell us that if the weather is bad, we
should access the man overboard from the leeward.
Therefore, we do not know when this rule should be
activated due to “bad” is a fuzzy concept. Compared with
traditional ES, such as EMYCIN, PROSPECTOR, the
knowledge of ES for SAR is just experience, and variable.
In addition, it can be represented by fuzzy rules.
Development team of SAR ES

Manager of SAR ES

A

A 4
Programmers ‘
A

A 4 A 4

‘ SAR domain experts }(—){ Knowledge engineers H

A

Users

FIGURE 2 The development team of ES for SAR
3 Search and Rescue Knowledge
3.1 SAR KNOWLEDGE ACQUISITION

SAR knowledge acquisition is very important for the
development of ES. During the process of development
we carried different kinds of method to acquire
knowledge, which contains International search and
rescue manual, SAR expert interview, blind test, search
and rescue cases, and other literatures. The source of
SAR knowledge is shown in Figure 3.

Operation Research and Decision Making
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Internation
al search
and rescue
manual

\/
L
Other
literature \ ianlg/eigw
— L =
-
Search and rescue

knowledge

acquisition
!
Search and Blind Test
rescue case

FIGURE 3 SAR knowledge acquisition

TABLE 1 SAR rules from international SAR manual

IF Ship does not arrive beyond its expiry date
Rule 34 AND Ship does not report.
The ship is in an unknown phase, inquire
THEN e
it first time.
IF There is no result after inquire it first time
OR There is information to indicate the ship
Rule 35 has been damaged.
THEN  Alarm
AND _Inqu_l re it once again by expanding the
inquiry scope
IF There is still no result after second inquiry
Rule 36 OR The_re is information to indicate the ship is
in distress
THEN  The ship is in distress

International SAR manual: international SAR manual
mainly contains handbook of international aviation and
maritime search and rescue, merchant ship search and
rescue handbook and maritime search and rescue
handbook. These handbooks contain much SAR
knowledge, are crystal of SAR workers’ wisdom. They
provide us with organization method, search method, and
rescue method. The SAR knowledge from these
handbooks has authority. After analysed them, this paper
generalized many SAR rules. There are some examples
shown in Table 1.

Expert interview: expert interview can let us know
what is necessary for SAR inference, regard them as node,
and then we can acquire the relation between cause and
effect of each node. By the interview with experts we can
understand the influence of each factor on the SAR
process. In order to construct the ES for SAR, we
interviewed the workers in maritime search and rescue
center, professors in SAR domain, and captain with
experience.

Blind test: let expert to deal with different kind of
SAR problem, and don’t provide them with any SAR
information. In the process of blind test we just give
experts the SAR information which they asked. With this
method we can describe dynamically the information
which is need to inference, and understand the
relationship of SAR information.
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SAR cases: we can acquire SAR knowledge from
SAR cases.

Other literatures: other researchers have worked for
SAR knowledge; it is an important part of SAR
knowledge acquisition, for example, the SAR knowledge
in reference [5, 10, 12].

3.2 SAR KNOWLEDGE REPRESENTATION

After research the process of maritime search and rescue,
we find that knowledge which was used to infer the SAR
plan is fuzzy. For example, we provide the following
knowledge for the rescue of man overboard.

If the weather is well, we should launch life boat to
rescue the people in distress directly.

If the weather is bad, we should navigate the ship to
downwind district of people in distress, and launch life
boat just help him as a transit station beside the ship.

We generalized the rules in Table 2from the rescue
knowledge.

TABLE 2 Rules about man overboard rescue

IF The weather is well
Rule65  THEN  Launch safe boat
AND Rescue the people in distress in distress
IF The weather is bad
THEN Navigate th_e ship to downwind district of
Rule 66 the people in distress
AND Launch life boat just help him as a transit

station beside the ship

In Rule65 and Rule66, the “Well” set and “Bad” set
of the weather are fuzzy set. For human experts, they can
infer whether the weather is “Well” or “Bad”. However,
it is very difficult for expert system to judge the condition
of weather from meteorological information. In SAR, and
there are much knowledge like this. Therefore, we
represent the SAR knowledge with fuzzy rules. Take the
weather for an example. Assume the weather relates with
wind, wave and rainfall, and we have the rule in Table 3.

TABLE 3 Rule about weather

IF Wind is wild.
OR Wave is high.
Rule 50 OR Rainfall is heavy.
THEN The weather is bad.

Figure 4 shows the fuzzy sets of wind scale, and we
discuss 3 fuzzy sets, which are Light (Wind is light),
Medium (Wind is medium) and Wild (Wind is wild).
Assume the scale of wind is 10, and then we can get
formula (1), (2) and (3):

u(Wind =L)=0, @)
u(Wind =M)=0.2, @
u(Wind =H)=0.8, 3)

Operation Research and Decision Making



COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 143-148

where £(Wind = X)) refers to the membership degree of

wind in fuzzy set X.

In the process of SAR, there are many fuzzy concepts,
such as the level of grounding, the speed of sinking, and the
level of damage. Not only the knowledge provided by
experts is fuzzy, but also the SAR information we can
acquire is fuzzy. That is to say, it is appropriate to represent
SAR knowledge with fuzzy rules.

Membership
y degree

0.8

05 _
Medium

0.2 fag--momo-m e -/t

! X
0 11 12

01 2 3 4 5 6 7 8 9
Beaufort wind scale

FIGURE 4 Fuzzy sets for the strength of wind
4 Inference engine of ES for SAR
The function of inference engine of ES for SAR is to

generalize the SAR plan (results) from SAR knowledge
(fuzzy rules) and SAR information (facts), the principle

of inference engine of ES for SAR is shown in Figure 5.

We can know that the inference engine is the core of
ES, and relates with the SAR plan closely. It can deal
with the SAR knowledge and SAR information. The
former has been introduced, and then we would show
the latter.

SAR knowledge(Rules)

. . Inference engine of AN
SAR information(Facts) % expert system gf;or SAR [ 2

FIGURE 5 Inference engine of expert system for SAR

SAR plan(Results)

According to the source of SAR information, it can be
divided into information of ship in distress, information
SAR power (which means the ship or helicopter engaged
in search and rescue), and information of meteorology
and sea condition.

The work flow of inference engine is shown in Figure
6. The process of inference contains 4 steps, and they are
respectively fuzzification of SAR information, evaluate
the SAR information based on fuzzy rules, aggregate the
output of rules, and inverse fuzzification of output.
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</i Start :\>

‘ Fuzzification of SAR information ‘

v

Evaluate SAR information based
on fuzzy rules

v

‘ Aggregate the output of rules ‘

v

‘ Inverse fuzzification of the output ‘

FIGURE 6 The workflow diagram of SAR inference engine

(1) Fuzzification of SAR information is to decide the
membership degree of SAR information in appropriate
fuzzy set. Fuzzy sets mentioned here corresponds to the
fuzzy sets in SAR knowledge base, such as the fuzzy set
about the strength of wind “Light”, “Medium”, and
“Wild” sets. Generally speaking, the SAR information
input into ES is a series of specific data. For example, the
scale of wind is 9, height of wave is 3 meters, and flow
velocity is 5kh. It is very difficult to match these data
with fuzzy rules in ES, so fuzzification of SAR
information is necessary. The key of fuzzification is to
select the membership degree function. In order to
improve the efficiency of ES the membership degree
function is selected by experts.

(2) Evaluating the SAR information based on fuzzy
rules is to match the SAR information with the left-side-
part (LHS) of the fuzzy rules, and get the right-hand-side
(RHS). If there is only one item in LHS, membership
degree of RHS equals the LHS’s. For example, there is a
rule in Table 4.

TABLE 4 A simple rule with one item in LHS

IF Wind is light.

Rule1Z  ThEN  Weather is Well,

And we have formula (4):
#(Wind =L)=0.9. (4)
According to the principle, we have formula (5):
1(Weather =Well) = 4(Wind =L)=0.9. (5)

If the number of item in LHS is more than one, fuzzy
operation (AND operation, OR operation) should be used
when we evaluate the SAR information. For example,
there is a rule in Table 5.

TABLE 5 A simple rule with more than one item in LHS

IF Wind is Wild.
OR Wave is High.
OR Rain is Heavy.
Weather is Bad.

Rule 15

Operation Research and Decision Making
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And we have formulae (6-8):

(Wind =Wild) =06, (6)

1(Wave = High) =0.8, (7

4(Rain =heavy)=0.4. (8)
After fuzzy operation, we can get formula (9):

1 (Weather = Bad ) = max {0.6,0.8,0.4} =0.8 9)

(3) Aggregate the output of rules

There are so many rules about the same thing, so it is
necessary to aggregate the output of rules. Fuzzy
inference is used in ES for SAR, so the result of inference
is series of membership degree of rescue operation in
fuzzy set. For example, ES provides the following rescue
method. Rescue method is to Launch safe boat(0.8),
Rescue method is to use hook to clasp him(0.1), in which
the value in parentheses refers to the membership degree.
Generally, a SAR operation belongs to several fuzzy sets.
In order to find the appropriate SAR plan, we should
aggregate the output of rules.

(4) Inverse fuzzification of output

After aggregate the output of rules we get
membership degree of rescue in several fuzzy sets. In
order to decide which method should be taken, inverse
fuzzification of the output is done. For common ES they
would export a value, so centroid technique is used in
inverse fuzzification of the output. Unlike them, ES for
SAR need export a complete plan, that is to say we
should know which fuzzy set the operation belongs to. So
we use the maximum membership degree for inverse
fuzzification.

5 SAR case

An example about rescue of man overboard is shown in
this part to explain the inference engine of ES for SAR.

There are two rules shown in Table 6. In which x, vy,
and z (Weather, Man overboard, Rescue method) are
variables in ES for SAR, Al and A2 (Well, Bad) are
fuzzy sets on field X (Weather), B1 and B2 (Near, Far)
are fuzzy sets on field Y (Man overboard), C1 and C2
(Safe boat, Hook) are fuzzy sets on field Z (Rescue
method). The membership function of Al, A2, B1, and
B2 are shown in Figure 7.

TABLE 6 rules of Expert System for SAR

Rule 1 SAR Knowledge(Introduction)
IF Xis Al Weather is well
AND y is B2 Man overboard is far away from ship
THEN zisCl Rescue method is to Launch safe_boat
Rule 2 SAR Knowledge(Introduction)
IF X is A2 Weather is bad
AND yis Bl Man overboard is near from ship
THEN zisC2 Rescue method is to use hook to clasp him
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Assume x=x1 and y=yl, the process of inference
would be shown in the following.

07
B2

0.15

% 0

x1

yl
FIGURE 7 Fuzzification of SAR information
Stepl: Fuzzification of SAR information. We can get
formulae (10) and (11):

y(x = A1) =0.6
{wx: A)=02' o
u(x=8)=0.15
{y(x=82):0.7' ()

Step 2: Evaluate the fuzzy rules. After evaluate the fuzzy
rules, we can get formula (12), and the result is shown in
Figure 8.

u(z=C)=06

{y(zzcz):o.ls' 42

07 | AND
(min)

v
IF xis AL AND yis B2 THEN 2is C1 2isC1¢ 06)

c2

v Y
IF xis A2 AND y is BL THEN 2is C2

FIGURE 8 Evaluate fuzzy rules

Step 3: Aggregate the output of rules. The result is
shown in Figure 9.

zisC2( 015)

0.6

FIGURE 9 Aggregate the output of rules

Step 4: Inverse fuzzification of output of rules. The
result is “z is C17, that is to say “Rescue method is to
Launch safe boat”.

The result of inference indicates that if weather is well,
and the man overboard is far away from the ship, we
should launch the life boat to rescue him.

6 Conclusion

ES for SAR can improve the efficiency of SAR, reduce
the damage of life and property caused by search and
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rescue delay. Compared with human SAR experts, ES
can study new knowledge quickly and explain the whole
process of inference. Additionally, ES can adapt complex
work environment, and deal with large amounts of data.
Due to the complex situation at sea SAR information is
incomplete. Fuzzy rules are used to represent SAR
knowledge. On the basis of fuzzy rules this paper has
designed the structure of ES for SAR, and researched the
SAR knowledge acquisition, representation and inference
engine.
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Abstract

Aiming at the dynamic risk identification problem in shield tunnelling, and with the lack of research on dynamic risk identification
theory and human factors in shield tunnelling, an analysis model of shield tunnelling based on REASON model has been proposed to
establish in this paper. Relying on the fault tree theory and the model that established, the accident rule base has been built. After
forming the REASON model into a network, the dynamic risk identification model for shield tunnelling has been built to provide
theoretical guidance for dynamic risk management during the construction.

Keywords: Shield tunnelling, REASON model, dynamic risk identification model, risk management

1 Introduction

With the accelerating of urbanization process in china,
urban population is expanding rapidly and land resources
are becoming scarce. In addition, the conflict between the
growing traffic demand and the increasing congestion of
urban ground traffic has become particularly sharp.
Aiming at this, development and utilization of city
underground space has become an inevitable trend and an
important means. By the end of 2013, metro has been
operated in more than 19 cities in Chinese, and the total
mileage has been up to 2366 KM [1]. The metro
construction projects are in a stage of rapid development
in scale and quantity, as shown in figure 1.

subway mileage of last 7 years

2500

2000

mileage
(kM) 1500 -+

1000 -

500 -

0

2013 2012 2011 2010 2009 2008 2007

year

FIGURE 1 Statistics of metro mileage in last 7 years in China

According to the statistics, 88% of the accidents in the
metro construction process are caused by unsafe
behaviour of human, 10% are caused by the effect of both
unsafe behaviour of human and material insecurity status,
only about 2% are caused by non-human factors. Also,
most of the accidents that caused by unsafe behaviour of
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human are due to the fault of construction management
[2-3].

Although, some progress has been get aiming at the
problems of safety management, problems are still
existed as followed:

(1) Research on risk assessment and management in
shield tunnelling is still concentrated in the aspects of
overall risk evaluation and reliability calculation, which
is lacking for dynamic risk assessment and has not,
formed a set of management system. In addition, the
achievements are out of practice, which cannot be used in
practical projects.

(2) As the lack of theory research on human factors,
importance is also lacking in practical projects, and
deeply, the potential organizational factors that affect
human behaviour have been ignored.

Therefore, in view of the questions above, research on
risk analysis and risk identification of shield tunnelling
has become increasingly urgent. Based on the risk
identification of shield tunnelling, deeply influence of
organizational factors on human has been analysed in this
paper. By researching on the dynamic risk management
theory from systematic perspective, the objective that
improving management efficiency, avoiding engineering
risk and improving economic benefit should be realized.

2 REASON model

REASON model is a conceptual model that proposed in a
book called “Human error” by James Reason, who is a
professor in University of Manchester. The core
innovation point of this model lies in that from the
perspective of system theory, unsafe behaviour of human
and its potential organizational effect factors have been
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analysed. In the view of direct and indirect impact among
managers, stakeholders and corporate culture, the
perspective of accident analysis has been all-round
expanded, and also all the relevant factors have been
catenated by a logical accident chain reaction [4-5].

The original REASON model that shown in fig.2
includes the following aspects of meaning:

(1) As each piece of cheese represents an event, every
hole of the cheese means a failure point. When a straight
light can pass all cheese through the holes, accidents will
occur.

(2) As long as moving a piece of cheese, that makes
the light cannot penetrate, the accident can avoid.

(3) The model emphasizes the overall crash
prevention ability of the organization. The core of the
model is how to minimize the cost of management for
maximum benefits, which means just prevent an accident
from a piece of cheese, rather than for all defects of every
piece of cheese.

After the proposing of REASON model, the model
has been appropriate revised by researchers from various
fields, such as man-machine engineering, medicine,
nuclear industry, and aviation, marine, in order to reduce
accidents. Up to now, many revising models have been
proposed which control the occurring of accident
effectively [6-7].

The introduction of REASON model into shield
tunnelling safety management can help to establish the
risk analysis model and find the fault chain for effectively
prevention of accidents. But, because of the limitations of
traditional REASOM model and the improving models,
the application of them in shield tunnelling risk
management still exist following problems and should be
improved.

(1) Limited by researcher's field, the application field
of existing improving reason model is also limited and
may not applicable for other fields. Aiming at the
complexity, maintainability and multi management
system of shield tunnelling, the model must be improved
particularly.

(2) The internal logic of REASON model shows that,
accidents may happen when a straight light can pass all
cheese through the holes. But in shield tunnelling projects,
vulnerability can even cause an accident which may bring
huge loss.
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3 REASON model of shield tunnelling

3.1 HIERARCHY OF THE MODEL

The improved shield construction REASON model is
consist of six layers, like planning and decision layer,
safety supervision layer, organization management layer,
dangerous premise layer, unsafe behaviour layer and the
recovery layer. Among of the six layers, the human error
of planning and decision layer, the safety supervision
layer, and the organization management layer will not
directly lead to risk events, and these layers belong to
invisible factors level. The dangerous premise layer
includes the self-situation of construction operations
staff, as well as environmental factors, the failure of
which may directly lead to risk events. Therefore, the
dangerous premise layer is part of semi dominant factors.
Unsafe behaviour layer and the recovery layer are
belonging to the dominant factors level. Each level is
described as follows.

(1) Planning and decision layer

Risk has already existing when a shield tunnelling
project is in the stage of planning and design. For
example, the place and method that chosen to construct
the tunnel may potential influence on tunnelling
construction. Generally speaking, the human errors of
this layer contain programming errors, design failure,
major decision errors, the fail subject of which are
management departments and design departments.

(2) Organization and management layer

The most harmful errors are the invisible errors that
latent and far from accidents, which usually exist in the
organization and management of construction. When the
behaviour that may bring about accidents is not existing,
failure of the management layer will not make a threat of
construction safe, which cannot be found easily. The
organization and management layer mainly includes the
company culture, organization structure, drawings,
construction scheme, training management, operation
management and resource management.

(3) Safety supervision layer

Safety supervision layer mainly emphasizes on safety
supervision in the process of construction, which includes
controlling and managing persons on site in the
construction unit, monitoring unit's daily supervision,
construct unit and all kinds of inspection of higher
competent department. The human errors of this layer are
mainly divided into four aspects: improper supervision
plan, inadequate supervision, uncorrected known
problems and supervision violations.

(4) Dangerous premise layer

Dangerous premise layer is made up of self-situation
of construction operations staff, construction environment
and equipment safety situation. Self-situation of
construction operations staff includes psychological,
physiological, skills, knowledge of line workers.

(5) Unsafe behaviour layer
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Unsafe acts mainly refer to the direct behaviour that
line workers done to cause accidents. It is consist of fault
and illegal.

Fault is an unintentional behaviour, which means the
inappropriate behaviour of line workers that deviated
from willingness or construction scheme. Fault mainly
includes four kinds of error: perceptual error, memory
error, decision-making error and skill error.

Illegal means the violation of rules and operating
procedures. It mainly contains intentional violation and
unintentional violation. The unintentional violation is
generally happens in the case of unfamiliar with the
regulations, but the intentional violation happens in the
case of that line workers know clearly that their operation
is inconsistent with the rules and procedures.

(6) The defence and recovery layer

This layer is mainly means the measures after the risk
factors are found unsafe.

As mentioned above, the improving
construction REASON model as follows.
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FIGURE 3 The improving REASON model of shield tunnelling
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3.2 HIERARCHY OF THE MODEL
3.2.1 Common accident statistics of shield tunnelling

As Shield tunnelling construction system is composed of
geology, shield machine and human, the shield tunnelling
accidents are caused by geological, machine and man-
made reasons. From the statistics, the major accident
categories are shown as following table.

TABLE 1 Common accidents of shield tunnelling

Luo Jun, Cai Sijing, Wang Yanhui
3.2.2 Risk identification of shield tunnelling

The way used to identify the risk of shield tunnelling
construction in this paper is a method that combines work
breakdown structure method and risk breakdown
structure method.

(1) Analysis of shield construction process

Construction and
reinforcement of
originating well

Approach and lifting
down the shield
tunneling

Construction of
originating well and
receiving well

TBM assembled and
tested
Shield li i itioning by|
originating measurement system
ing by Production of
Normal
measurement system segment
Construction and . Transportation of
reinforcementof | —————> Erection of segment [«—
P segment
receiving well T
Shield tunnelin s
- J Cutting, slag, grout
arriving

FIGURE 4 Major processing flow of shield tunnelling

(2) Overall risk analysis

According to the scope of this paper and the shield
main flow, the overall risk has been analysed as shown in
table2.

TABLE 2 Main analyses of risk identification in shield tunnelling

Environment

Construction Preparation, Shaft Construction,
Measurement, Shield Tunnelling, Earthwork
Cutting, Slag, Segment Erection, Simultaneous
Grouting, Secondary Grouting, Waterproofing
And Drainage, Originating, Arriving, Lifting
Across the Rivers, Formation Empty,
Quicksand, Gas Layer
Earthquake, Cold, Typhoon, Rainstorm, Flood
Nearby Buildings, Obstructions Within The
Formation, Pipeline, Nearby Existing Traffic
Construction Organization, Construction
Personnel Management, Device Management,
Fire Management

Technical risks

Geological risks

Natural risks
Surrounding
Environmental risks

Management and
Organization risks

No. Name of the accident No. Name of the accident

1 TBM broken parts 11 Floating of tunnel

2 Damage of shield cutter 12 Twist of TBM

3 Mud cake 13 Gush

4 Fracture of jack 14 Overrun of boring deviation
Fracture of lifting head of ]

5 segment installation 15 Starting plunge of TBM

6 Clogged pipeline 16 Segment broken

7 Acudentg of_cncun and 17 Jam of TBM

pipeline

Subsidence and uplift of -

8 ground 18 Fires

9 Tilt and damage of house 19
10 Gushing of water and
sand

Personal injury accident

(3) Specific risk analysis
Based on general analysis, the 185 risk factors of
shield construction are analysed by the way of list.

3.2.3 Elements extraction

Aiming at the demand of risk management in shield
tunnelling, combined with the analysis of risk factors, the
elements of the model have been extracted as shown in
figure 5.
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FIGURE 5 Elements system of Reason Model in shield tunnelling

3.3 ACCIDENT CAUSATION RULE BASE BASED
ON FAULT TREE

There is a great number of factors that can affect shield
tunnelling safety, the relative importance of which may
changes at different time.In order to discern the pattern of
tunnelling accidents from a overall perspective, fault trees
of shield tunnelling have been built, which can not only
arrange the relationship among the factors, but also help
to set up an accident causation rule base as shown in
figure 6.

Machinery accident

Circuit and pipeline
accidents

Body parts
breakage

| \ ‘ :
D:
amage of shield Other component Jack fracture
cutter fa\lure

Al P D (Bs m 5

(s

Ring gear breakage‘

/

Py

FIGURE 6 Event tree of mechanical failure

4 Dynamic risk identification of shield tunnelling
4.1 NETWORK DESCRIPTION OF REASON MODEL

4.1.1 Basic definitions and assume
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Hypothesis 1: The network consists of the risk factors
(node) and their relationship (side) of REASON model.

Hypothesis 2: System topology is fixed.

Definition 1 Node v: Suppose a point ve V(G),
v={0U1|P, C, H}, V contains only two kinds of status: 0
or 1, and v contains three properties: p(failure rate), c(loss
degree), and H(Human factor). Then V is called a node.
Set of nodes is V (G). Nodes have two types, called
conditional node and unconditional node, as shown in
figure 7.

Nodes

I }

Unconditional nodes Conditional nodes
(can cause an accident singly) (only a series of them can cause an accident)

—

No loophole Existing loophole  No loophole

A ® (o)

FIGURE 7 Classification of the nodes

Definition 2 Failure rate p: It is the description of
the existence probability of loopholes in the nodes of the
network.

Definition 3 loss degree c: Description of the
potential loss that the nodes may bring.

Definition 4 Human factor h: Description of the
influence degree that human state may affect the node
status.

Definition 5 Interaction relationship e: Assuming
that any direction line segment e=(u, v), in which u,
VE V(G),u#v; e is named interaction relations, means
elements u, v can simultaneously have an effect on some
others. The set of mutual relations is L(G).

Definition 6 cause relationship f: Sets the direction
line f=(u—v),u, veV(G), u#v, calling f cause
relationship, means U occurs will lead to v. The set of
cause relationship is F(G).

Definition 7 Domain Gi: Assume Gi={V; (G), Ei (G),
Fi (G)}; Gi is called a domain.

Existing loophole

A

Definition 8 Set domain G: Assume G=[G3,G,...Gn],
G is called a set domain.
Definition 8 Set domain G: Assume

G=[G1,G2,...Gn], G is called a set domain.

4.1.2 REASON model network

Event
Field of sets: G ] S
__—Field zf level: A ® T
1 aiy’ \
& A -
e — T m—
___Field of level:
C AS a . /?
— S
Field of leveb——~ |
— G= [ J
C N S b,
— & 221
-l -

Accident
FIGURE 8 Schematic of network model of risk assessment in shield
tunnelling based on Reason Model
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(1) Risk factors constitute the basic unit of the model
is divided into elements and no loopholes exist two types
of vulnerability factors. With solid point vij and hollow
point v’jj said,(i=1,2...n, j=1,2...m), v;j U v’i=V(G);

(2) Elements can be composed according to certain
rules of multiple domains represent different management
levels. Gy, Ga, G, represent an elliptical area.

(3) Among the different elements of the same domain
and different domains, there are two Kkinds of
relationships. Namely the interaction relations and cause
relations, expressed in ejj. fij respectively.

(4) Probability p elements in attribute changes
between 0 and 1, O properties for solid, 1 attribute is
hollow.

(5) Gi-Gn together constitute the domain security
management feature set G, V(G) UE(G) U F(G)=G;

(6) When there is a T occurs, the events of the line
across the G line may be a straight line, also possible tree
bifurcate structure;

(7) Domain G; to G, all within the G movement
according to certain rule, T intersection with the event
circumstances exist that may occur during the movement.
The law of the domain and the event T intersection of
influenced by the interaction and cause relationship.

(8) For the occurrence of any event, hen the
intersection of the event elements and fields are holes
will lead to accidents. Assume Vvi*=TNG; If
v*={vi* V¥ vp*}£0, and Yvi* €V, AV EG;, V= Vi¥,
and accidents A#Q.

4.2 DYNAMIC RISK IDENTIFICATION MODEL

The realization logical of the model is that when an event
occurs, elements vulnerabilities are identified according
to the order of the domain layer. Identification procedure
is as follows:

Stepl: Recognizing the loopholes of unconditional
nodes in the first layer one by one, if existing, making a
record and go on, if 