A comparative study on artificial neural networks for environmental quality assessment
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Abstract

The aim of this study is to use neural network tools as an environmental decision support in assessing environmental quality. A three-layer feedforward neural network using three learning approaches of BP, LM and GA-BP has been applied in non-linear modelling for the problem of environmental quality assessment. The case study shows that the well designed and trained neural networks are effective and form a useful tool for the prediction of environmental quality. Furthermore, the LM network has the fastest convergence speed and the GA-BP network outperforms the other two networks in both predictive and final classification accuracies of environmental quality.
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1 Introduction

Environment is the basic premise of human survival and development. Environmental quality is defined as a set of properties and characteristics of the environment, either generalized or local, as they impinge on human beings and other organisms [1]. It is a measure of the environmental condition relative to the requirements of human or other species. Today environmental protection has been a basic national policy in China. It is a difficult task for the government to solve serious environmental problems and make sustainable development strategies. As an essential reference for environmental protection policies and an effective tool for supervision and management, environmental quality assessment, a quantitative description of environmental quality is one of the most challenging areas in environment studies. It is significantly important to make environmental quality assessment more accurate and scientific. Environment quality assessment can be considered as a pattern recognition task since it deals with a set of input environmental variables which contain information about the environment of a region, mapping to real values indicating environmental quality or a set of discrete and mutually exclusive classes indicating quality degree such as light pollution, heavy pollution, etc. Environmental quality ratings are typically costly to be obtained, since they require investing large amount of time and human resources to perform deep analysis of the environmental status based on various aspects of soil, atmosphere, water, etc. Previous studies focus on mathematical models created by conventional statistical methods [2]. However, in traditional statistical methods researchers are usually required to impose particular structures to different models, such as the linearity in the multiple regression analysis, and to construct the model by estimating parameters to fit the data or observation [3]. Closely related to social, economic, management and other fields, environmental quality assessment is a complex multiple-objective, multiple-level and multiple-factor engineering problem, and hence does not adhere to common function forms. In recent years, an artificial intelligence technique, namely artificial neural network, abbr. ANN, has attracted many attentions and has been widely used in many real-world applications such as medical diagnosis [4, 5], image classification [6], signal change detection [7], handwriting recognition [8], etc. By using neural networks the structure of the models can be obtained from data automatically. To capture the complexity and the process dynamics of complicated environmental quality system, the neural network method is used to make a comprehensive analysis for environmental quality.

The rest of this paper is organized as follows. In Section 2, the paper defines the problem of environmental quality assessment mathematically and suggests the novel method of neural networks for this problem. In Section 3, three neural network training approaches of backpropagation (abbr. BP), Levenberg-Marquardt (abbr. LM) and backpropagation optimized by the genetic algorithm (abbr. GA-BP) used in this work are introduced. In section 4, a case study is given to show the effectiveness of neural networks in assessing environmental quality. Firstly, the neural network topology is designed and presented according to actual situation. Then the modelling for environmental quality with using the designed network architecture is described. And lastly, the test results of three kinds of neural...
networks are analysed and compared. In section 5, conclusions are drawn and the issue for future works is indicated.

2 Problem definitions

Environmental quality assessment can be defined as a pattern recognition task of regression. Let $P=\{p_1, p_2, ..., p_t\}$ be a set of monitoring points, $X=\{x_1, x_2, ..., x_n\}$ be a set of attributes. For attribute value vector $(x_{1j}, x_{2j}, ..., x_{nj})$ of each monitoring point $p_t$, there is a corresponding assessment score $y_t$ of $p_t$, $1 \leq t \leq T$. Assume there is a mapping $f$ as such $y_t=f(x_{1j}, x_{2j}, ..., x_{nj})$ from attribute values to assessment score. For a monitoring point to be assessed the input of the mapping $f$ is its attribute value vector and the output is the assessment score.

Artificial neural networks can be used as an arbitrary function approximation mechanism that learns from observed data, and hence are applicable to environmental quality assessment. Although neural networks have been criticized for their poor interpretability, they have strong ability of non-linear mapping, high tolerance to noisy data and superior robustness if the learning algorithm and the cost function are appropriately selected for modelling.

The neural network method imitates the way by which the brain processes information [4]. Given an input vector $X=(x_1, x_2, ..., x_n)$, the network produces an output vector $Y=(y_1, y_2, ..., y_m)$, where $n$ indicates the number of inputs and $m$ the number of output units. Typically a feedforward neural network is organized into several layers of nodes. The first layer is the input layer and the last layer is the output. In the input layer every node corresponds to an attribute variable and hence the number of nodes equals the number of variables. The input and output layers are usually separated by one or more hidden layers. The nodes in adjacent layers are fully connected. There is a weight associated with each connection. The weight from unit $i$ to unit $j$ is denoted as $w_{ij}$. For neural network training, learning rules are used to update the weight and to minimize the error function. The learning process repeats until termination condition is met. A degree of nonlinearity is introduced to the model by the activation function to prevent the output from reaching very large values that paralyze neural network models and inhibit training.

A well-trained neural network is capable of exploiting the underlying non-linear relationships that determine the environmental rating of a region. In this paper, we propose a three-layer network based on three learning algorithms of BP, LM and GA-BP for the problem of environmental quality assessment.

3 Neural network approaches

Allowing the modelling of non-linear relationships, neural networks are useful tools for the analysis of large data sets of non-congeneric compounds with unknown or varying modes of action. The standard backpropagation algorithm is perhaps the most widely used algorithm for supervised training of multi-layered feedforward neural networks. However, the BP algorithm has two significant disadvantages of slow convergence speed and easiness of falling into the local minimum point [9]. Therefore improved training algorithms involving the LM algorithm and the GA-BP algorithm are proposed.

3.1 BACKPROPAGATION ALGORITHM

The BP algorithm is a learning method which minimizes the error of the neural network output compared to the required output. In this algorithm, the performance index $F(w)$ to be minimized is defined as the sum of squared errors between the target outputs and the network’s simulated outputs, namely:

$$F(w) = e^T e,$$

(1)

where $w = [w_1, w_2, ..., w_p]$ consists of all weights of the network, $e$ is the error vector comprising the errors for all training samples. The steps involved in training a neural network using the BP algorithm are as follows [8]:

**step 1.** Initialize each $w_i$ to some small random value.

**step 2.** Do the steps 3 until the termination condition is met.

**step 3.** For each training sample $(x_1, x_2, ..., x_n, t)$, $i$, where $i$ is the target output, do

1) Input the instance $(x_1, x_2, ..., x_n)$ to the network and compute the network outputs $o_k$.

2) For each output unit $k$, $\delta_k = (1 - o_k)(t_k - o_k)$.

3) For each hidden unit $h$, $\delta_h = \delta_k o_h \sum w_{hk} \delta_k$.

4) For each network weight, do $w_{ij} = w_{ij} + \Delta w_{ij}$, where $\Delta w_{ij} = \eta \delta_i x_{ij}, \eta$ is the learning rate defined by users. The algorithm is assumed to have converged when the norm of the gradient is less than some predetermined value, or when the error has been reduced to some error goal.

3.2 LEVENBERG-MARQUARDT ALGORITHM

As a kind of Gradient-based training algorithms, the BP algorithm is not efficient because the gradient vanishes at the solution. The neural networks are allowed to learn more subtle features of a complicated mapping by using Hessian-based algorithms, whose training process converges quickly as the solution is approached due to the fact that the Hessian does not vanish at the solution [10]. To benefit from the advantages of Hessian based training, the Levenberg-Marquardin algorithm is used to train the neural network for environmental quality analysis.

When training with the LM algorithm, $\Delta w$, the increment of weights can be obtained as follows:

$$\Delta w = F^T (w) J(w) + \mu I^{-1} J^T(w) e,$$

(2)

where $J(w)$ is the Jacobian matrix, $J^T(w) J(w)$ is referred as the Hessian matrix, $I$ is the identity matrix, and $\mu$ is the learning rate which is usually updated according to the

42
outcome. In particular, $\mu$ is multiplied by the decay rate $\beta$ (0 $< $ $\beta$ $< $ 1) whenever $F(w)$ in Equation (1) decreases, whereas $\mu$ is divided by $\beta$ whenever $F(w)$ increases in a new step.

The standard LM training process is illustrated in the following steps.

**step 1.** Initialize the weights and parameter $\mu$.

**step 2.** Compute the sum of the squared errors over all inputs $F(w)$.

**step 3.** Until the termination condition is met, do

1) Solve Equation (2) to obtain $\Delta w$, the increment of weights.

2) Use $w+\Delta w$ as the trial $w$, and judge if trial $F(w+\Delta w)$ $< F(w)$ in step 2 then $w=w+\Delta w, \mu=\mu \beta$ Go back to step 2

else $\mu=\mu / \beta$
Go back to step 3.1.

In the LM algorithm the parameter $\mu$ is adjusted automatically at each iteration in order to secure convergence. This algorithm becomes Gauss-Newton method for $\mu=0$ and becomes steepest descent or the err backpropagation algorithm when $\mu$ is very large.

**3.3 HYBRID GA-BP ALGORITHM**

From mathematical point of view, the BP learning is a non-linear optimization problem and there exists the local minimum point inevitably. The genetic algorithm, abbr. GA, is a highly parallel, stochastic and adaptive optimization technique based on biological genetic evolutionary mechanisms [11]. GA has good global search performance since its search has always been throughout the solution space, while the BP learning algorithm is more effective in local search. Therefore, the hybrid training algorithm combining BP with GA can achieve the goal of network optimization successfully.

GA can be used to optimize the network topology and weights [12]. In this work it is used to optimize the network weights before the BP learning. The optimization problem is described as follows: $\min (e)$ $= f(w_1, w_2, ..., w_n)$, where $w_1, w_2, ..., w_n$ are all network weights satisfying $-1 < w_i < 1$, $1 \leq i \leq n$, and $n$ is the number of total weights.

GA simulates the process of natural evolution, performing operations similar to natural selection, crossover and mutation to obtain the final optimization result after repeated iterations. The weight optimization process of the neural network using GA is described in the following steps.

**step 1.** Start with a randomly generated population comprising $N$ chromosomes, and each chromosome encodes a set of network weights. Set the maximum generation number $gen$, the crossover probability $P_c$ and the mutation probability $P_m$.

**step 2.** If the maximum generation number $gen$ has been reached, go to step 6.

**step 3.** Calculate the fitness of each individual chromosome by the fitness formula: $f_i = 1/E_i$, where $f_i$ presents the fitness of chromosome $i$ and $E_i$ presents the MSE, i.e. mean square error of the neural network corresponding to the chromosome $i$.

**step 4.** Repeat the following steps until the new population size reaches $N$.

1) Use the roulette wheel strategy to select a pair of chromosomes from the current population for single-point crossover and mutation with probability of $P_c$ and $P_m$ respectively. For the mutation operator, add a random value between (-1, 1) to each mutation point.

2) Put the new pair of chromosomes in the new population.

**step 5.** Take the new $N$ chromosomes as the new population. Go to step 2.

**step 6.** Decode the chromosome with the highest fitness to obtain initial weights of the neural network.

After global optimization with GA, the BP algorithm is used for the local search until the termination criterion is satisfied.

**4 A case study**

**4.1 DESIGN OF NEURAL NETWORK TOPOLOGY**

As mentioned in section 2, environmental quality assessment is a pattern recognition problem. The objective of the neural network is to give an accurate comprehensive quality assessment according to environmental input vector. The critical step in building a robust neural network is to create an architecture, which should be as simple as possible and has a fast capacity for learning the data set. The network topology are typically best determined empirically.

![FIGURE 1 Neural network topology for environmental quality assessment](image)

In this study, the selected environmental variables are atmosphere ($x_1$), surface water ($x_2$), ground water ($x_3$) and soil ($x_4$). Therefore the input layer consists of four nodes representing components of the four-dimensional input vector $X=(x_1, x_2, x_3, x_4)$. The number of nodes in the hidden layer usually is not less than the number of input nodes. Based on Kolmogorov theory, $2N+1$ hidden nodes should be used for one hidden layer, where $N$ is the number of input nodes. Considering the three-layered topology with one hidden layer, we will have nine hidden
nodes because of four input nodes. The output layer contains a single node giving the score of environmental quality. The architecture of the 4-9-1 feedforward neural network used in this analysis is shown in Figure 1.

4.2 TRAINING OF NEURAL NETWORK

Three learning algorithms of BP, LM and GA-BP described in section 3 together with the neural network architecture presented Figure 1 are used to create, train and test the neural network for environmental quality assessment. The neural networks are implemented using MATLAB 7 (MathWorks, USA) software with its neural network toolbox.

Table 1 tabulates the samples which are from 20 different monitoring points in a certain region of China [13, 14]. Depending on the actual condition of China, environmental quality is divided into four classes of A, B, C and D [13]. An “A” represents high environmental quality without pollution, “B” represents good quality with light pollution, “C” represents ordinary quality with moderate pollution, and “D” signifies a severe pollution.

There is a score scope per output pattern, that is, A-[0, 1], B-[1, 2.5], C-[2.5, 5] and D-[5, 10]. To help speed up the learning process, the input values for each attribute have been scaled so as to always fall within a specified range [0.1, 1] by the following Equation:

\[ F_j = \frac{x_j - x_{j_{min}}}{x_{j_{max}} - x_{j_{min}}} \times 0.9 + 0.1 \]

where \( F_j \) is the normalization of the attribute value \( x_j \), \( x_{j_{min}} \) is the minimum value and \( x_{j_{max}} \) is the maximum value of the \( f^j \) attribute.

In this analysis, the first ten samples in Table 1 have been taken for the training set and the rest for the test set. The transfer function between the input layer and the hidden layer is the tangent Sigmoid function \( tansig \), and the one between the hidden layer and the output layer is the linear function \( purelin \). The performance curves of the BP, LM and GA-BP networks are shown as Figures 2-5. From Figure 2 we can see that the BP network converges to the preset precision after 15142 epochs, while from Figure 3 the LM network only needs 3 epochs, greatly faster than the BP network. For the GA-BP network we set the initial population size \( N \) to 30, the maximum generation number \( gen \) to 800, the crossing probability \( P_c \) to 0.95 and the mutation probability \( P_m \) to 0.09. Figure 4 shows the curves of MSE, i.e. Mean Square Error and the fitness in the first process of weight optimization by GA.

### Table 1 Normalized data set in environmental quality assessment

<table>
<thead>
<tr>
<th>No.</th>
<th>Atmosphere</th>
<th>Surface water</th>
<th>Ground water</th>
<th>Soil</th>
<th>Assessment score</th>
<th>Environmental quality rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1010</td>
<td>0.1000</td>
<td>0.2171</td>
<td>0.1130</td>
<td>0.9</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>0.1000</td>
<td>0.1024</td>
<td>0.2220</td>
<td>0.1130</td>
<td>0.9</td>
<td>A</td>
</tr>
<tr>
<td>3</td>
<td>0.2173</td>
<td>0.2156</td>
<td>0.2951</td>
<td>0.1000</td>
<td>1.8</td>
<td>B</td>
</tr>
<tr>
<td>4</td>
<td>0.2006</td>
<td>0.1094</td>
<td>0.2366</td>
<td>0.1097</td>
<td>1.6</td>
<td>B</td>
</tr>
<tr>
<td>5</td>
<td>0.2168</td>
<td>0.1496</td>
<td>0.1000</td>
<td>0.1173</td>
<td>1.7</td>
<td>B</td>
</tr>
<tr>
<td>6</td>
<td>0.2284</td>
<td>0.2864</td>
<td>0.9000</td>
<td>0.1336</td>
<td>2.2</td>
<td>B</td>
</tr>
<tr>
<td>7</td>
<td>0.6198</td>
<td>0.1755</td>
<td>0.4220</td>
<td>0.1227</td>
<td>4.4</td>
<td>C</td>
</tr>
<tr>
<td>8</td>
<td>0.3554</td>
<td>0.2864</td>
<td>0.5732</td>
<td>0.1195</td>
<td>2.9</td>
<td>C</td>
</tr>
<tr>
<td>9</td>
<td>0.6082</td>
<td>0.1330</td>
<td>0.5878</td>
<td>0.4735</td>
<td>5.2</td>
<td>D</td>
</tr>
<tr>
<td>10</td>
<td>0.5329</td>
<td>0.5224</td>
<td>0.3439</td>
<td>0.9000</td>
<td>5.9</td>
<td>D</td>
</tr>
<tr>
<td>11</td>
<td>0.4322</td>
<td>0.2628</td>
<td>0.2463</td>
<td>0.1217</td>
<td>3.3</td>
<td>C</td>
</tr>
<tr>
<td>12</td>
<td>0.2067</td>
<td>0.1590</td>
<td>0.2951</td>
<td>0.1152</td>
<td>1.7</td>
<td>B</td>
</tr>
<tr>
<td>13</td>
<td>0.9000</td>
<td>0.5224</td>
<td>0.3537</td>
<td>0.1314</td>
<td>6.6</td>
<td>D</td>
</tr>
<tr>
<td>14</td>
<td>0.5880</td>
<td>0.3336</td>
<td>0.2902</td>
<td>0.1758</td>
<td>4.5</td>
<td>C</td>
</tr>
<tr>
<td>15</td>
<td>0.2775</td>
<td>0.1496</td>
<td>0.2951</td>
<td>0.1173</td>
<td>2.1</td>
<td>B</td>
</tr>
<tr>
<td>16</td>
<td>0.5243</td>
<td>0.1850</td>
<td>0.7049</td>
<td>0.1693</td>
<td>4.1</td>
<td>C</td>
</tr>
<tr>
<td>17</td>
<td>0.2896</td>
<td>0.1519</td>
<td>0.3098</td>
<td>0.1227</td>
<td>2.2</td>
<td>B</td>
</tr>
<tr>
<td>18</td>
<td>0.5637</td>
<td>0.9000</td>
<td>0.7146</td>
<td>0.3349</td>
<td>5.4</td>
<td>D</td>
</tr>
<tr>
<td>19</td>
<td>0.3073</td>
<td>0.1684</td>
<td>0.8951</td>
<td>0.1520</td>
<td>2.7</td>
<td>C</td>
</tr>
<tr>
<td>20</td>
<td>0.5030</td>
<td>0.7442</td>
<td>0.5878</td>
<td>0.1671</td>
<td>4.5</td>
<td>C</td>
</tr>
</tbody>
</table>
It can be seen that the fitness of chromosomes tends to stabilize after 500 generations. By this time the error of the GA-BP network reaches 0.3. In the second process of network training the BP algorithm is used with the error goal of 0.001 and the learning rate of 0.01. The GA-BP network needs 1571 epochs to converge as shown in Figure 5 and it is much faster than the BP network but still slower than the LM network.

4.3 TEST RESULTS AND COMPARISONS

Table 2 tabulates the test results of three neural networks trained by BP, LM and GA-BP algorithms. All test cases are labelled with corresponding quality classes by predictive values. Table 3 tabulates the maximum, minimum and average relative errors and final classification accuracy obtained according to results in Table 2.

Average relative errors of environmental quality prediction of the BP, LM and GA-BP networks are attained 9.05%, 6.13% and 6.12% respectively as tabulated in Table 3. These three neural networks are all effective in assessing environmental quality since their predictive accuracies are all within 10%. The LM and GA-BP networks are both more accurate than the BP network in environmental quality prediction and the GA-BP network has the lowest average relative error.

Comparing quality ratings of three networks in Table 2 with actual quality ratings in Table 1, we can see that for both the LM and GA-BP networks the 18\textsuperscript{th} sample with heavy pollution indicated by “D” is labelled with the wrong quality class of moderate pollution indicated by “C”, while for the BP network the 14\textsuperscript{th}, 18\textsuperscript{th} and 19\textsuperscript{th} samples are identified wrongly. The classification accuracies of the BP, LM and GA-BP models are 70%, 90% and 90% respectively. Therefore the LM and GA-BP networks are superior in final classification accuracy to the BP network.

Summarily, the LM and GA-BP networks are significantly better than the BP network with faster training speed and better generalization ability. The LM network has the fastest convergence speed, and the GA-BP network has the best performance in assessing environmental quality considering both predictive and final classification accuracies.

5 Conclusions and future works

Environmental quality assessment contributes to decision making in support of sustainable economic and social development, and it has attracted many research interests in the literature. Recent studies show that the neural network method has achieved better performance than the traditional statistical method. Due to the advantages that neural networks can learn a complex nonlinear relationship with limited prior knowledge and perform inferences for an unknown combination of input variables, this paper introduces the popular BP neural network and two other LM and GA-BP networks to environmental quality assessment in attempt to provide a model with good ability of generalization. Experimental results show that the assessment task is successfully accomplished by using neural networks.
TABLE 2 Test results for environmental quality

<table>
<thead>
<tr>
<th>No.</th>
<th>BP algorithm</th>
<th>LM algorithm</th>
<th>GA-BP algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predict score</td>
<td>Relative error</td>
<td>Rating</td>
</tr>
<tr>
<td>11</td>
<td>3.7983</td>
<td>15.10%</td>
<td>C</td>
</tr>
<tr>
<td>12</td>
<td>1.6452</td>
<td>3.22%</td>
<td>B</td>
</tr>
<tr>
<td>13</td>
<td>7.0073</td>
<td>6.17%</td>
<td>D</td>
</tr>
<tr>
<td>14</td>
<td>5.1948</td>
<td>15.44%</td>
<td>D</td>
</tr>
<tr>
<td>15</td>
<td>2.0484</td>
<td>2.46%</td>
<td>B</td>
</tr>
<tr>
<td>16</td>
<td>3.5519</td>
<td>13.37%</td>
<td>C</td>
</tr>
<tr>
<td>17</td>
<td>2.1185</td>
<td>3.70%</td>
<td>B</td>
</tr>
<tr>
<td>18</td>
<td>4.9912</td>
<td>7.57%</td>
<td>C</td>
</tr>
<tr>
<td>19</td>
<td>2.3236</td>
<td>13.94%</td>
<td>B</td>
</tr>
<tr>
<td>20</td>
<td>4.9300</td>
<td>9.56%</td>
<td>C</td>
</tr>
</tbody>
</table>

TABLE 3 Result comparisons of three neural networks

<table>
<thead>
<tr>
<th></th>
<th>BP network</th>
<th>LM network</th>
<th>GA-BP network</th>
</tr>
</thead>
<tbody>
<tr>
<td>maximum relative error</td>
<td>15.44%</td>
<td>9.44%</td>
<td>16.4%</td>
</tr>
<tr>
<td>minimum relative error</td>
<td>2.46%</td>
<td>1.25%</td>
<td>0.13%</td>
</tr>
<tr>
<td>average relative error</td>
<td>9.05%</td>
<td>6.13%</td>
<td>6.12%</td>
</tr>
<tr>
<td>classification accuracy</td>
<td>70%</td>
<td>90%</td>
<td>90%</td>
</tr>
<tr>
<td>epochs</td>
<td>15142</td>
<td>3</td>
<td>1571</td>
</tr>
</tbody>
</table>

However, a weakness of the study is that the created models are relatively hard to explain because neural networks are more concerned about the actual number of variables rather than their nature. Therefore one future direction of the research is to improve interpretability of the neural network models for the problem of environmental quality assessment.
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