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Abstract 

Aiming at improving coverage rate and reducing coverage holes of wireless sensor networks, this paper proposes a deployment 
algorithm based on dynamic multi-populations particle swarm optimization. K-Means clustering algorithm is employed to divide the 
network into several sub-populations dynamically, which could weaken particles on the pursuit of local optima, realize the 
improvement of basic PSO (Particle Swarm Optimization) algorithm, and solve the “premature” problem of basic PSO algorithm 
effectively. In addition, it also accelerates the convergence of the algorithm. Simulation results show that this deployment algorithm 

can improve the network coverage rate effectively. Comparing with the conventional particle swarm optimization algorithm, its 
coverage rate is increased by 3.66%. 

Keywords: deployment, particle swarm optimization, k-means, wireless sensor networks 

 

                                                        
*
Corresponding author’s e-mail: honglei@jit.edu.cn 

1 Introduction 

 

Wireless sensor network is constituted in ways of self-or-

ganization and multi-hop by large volumes of sensor nodes 

with communication and computation capability. Nodes in 

the network are able to collaboratively perceive, collect, 

process, and transmit the information of perceived objects 
within the coverage area of the network, as well as to 

report the information to users [1,2]. Wireless sensor 

network has great potential application value in military, 

transportation, medical care, and environment monitoring 

[3,4]. Node deployment is a key issue in wireless sensor 

network, which reflects the quality of awareness service 

provided by the network. 

Currently, there are mainly two ways to deploy nodes for 

wireless sensor network: deterministic deployment and 

random deployment [5]. Deterministic deployment refers 

to the approach that, when the status of wireless sensor 

network is relatively fixed, or the size of deployment area 
is determined, network topology structure may be determi-

ned according to pre-set node position, or sensor node 

density in key areas may be increased. However, in prac-

tical natural environment, the environment of monitored 

area may be quite severe, or the network status is not deter-

mined in advance. As for this, random deployment may be 

adopted. However, this deployment method may easily 

lead to dead zones. Under certain deployment density, it 

may be hard to reach the required coverage rate. Hereby, 

how to reduce dead zones and to improve network cove-

rage rate is an important problem urgently needing to be 
solved by wireless sensor network. 

Based on parallel optimization and fast convergence of 

fish swarm algorithm, Literature [6] proposed WSNs cove-

rage optimization strategy based on fish swarm algorithm. 

Literature [7] put forward a mobile sensor deployment 

algorithm based on virtual force. The algorithm integrates 

the concepts of field potential and disc packet. Yet, VFA 

didn't solve the problem of "dead zone". Literature [8] 

proposed a sensor node deployment algorithm based on 

virtual rhombic grid. The algorithm integrates determi-
nistic deployment and self-organizing deployment into a 

unified platform. Particle Swarm Optimization (PSO) [9] is 

an intelligent optimization algorithm firstly proposed by 

Professor Kennedy and Eberhard from the US. Its ideology 

derived from artificial life and evolutionary computation 

theory, which was mainly inspired by birds flock's beha-

viour of looking for food. Literature [10] and Literature 

[11] presented a wireless sensor network deployment opti-

mization method based on particle sward optimization 

algorithm. Although particle sward optimization algorithm 

is proved with the ability to optimize wireless sensor net-

work deployment, in spatial searching, standard particle 
sward optimization algorithm is easy to take on "precocity" 

phenomenon, which limits the searching range of particle. 

In allusion to the problem of regional optimization that 

may be resulted by precocity of PSO algorithm, Literature 

[12] introduced the concept of disturbance factor into the 

basic particle sward optimization algorithm, and also app-

lied disturbance factor in mixed wireless sensor networks. 

In Literature [13], Lin, et al. put forward multi-populations 

PSO algorithm, which was able to improve the optima-

zation performance of particles. It’s running efficiency and 

precision was both superior to mono-population PSO algo-
rithm. However, the literature divided sub-population by 

randomly selecting particles in populations. Such sub-po-

pulation division strategy was blind to some extent. 
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With respect to the above issues, the paper puts forward 

a wireless sensor network node deployment optimization 

strategy based on dynamic multi-populations particle sward 

optimization (DMPSO) algorithm. In the optimization 

process, k-means clustering algorithm is introduced to 
divide the population into several sub-populations, so that 

optimization may be performed independently on these 

sub-populations. On the other hand, in order to enhance the 

information exchange between sub-populations, sub-popu-

lations are dynamically re-grouped, so as to reduce parties' 

pursuit for regional optimal point, and to effectively avoid 

particle "precocity" in basic PSO algorithm. This improves 

the coverage rate of network. 

The rest part of this paper is organized as follows: in 

Section 2, we propose the deployment model for wireless 

sensor networks. In Section 3, we propose the DMPSO 

algorithm. In Section 4, we simulate the DMPSO optima-
zation scheme by using computer software and evaluate its 

performance. Finally, in Section 5, we reach the main con-

clusions. 

 

2 Deployment model 

 

2.1 PARTICLE SWARM OPTIMIZATION MODEL 

 

Standard particle sward optimization algorithm [14] takes 

individuals as particles without weight and volume in N-

dimensional space, which flies at a certain velocity in the 
searching space. The flying velocity is dynamically 

adjusted according to individual and population flying 

experience. 

Assuming that Xi=(Xi1, Xi2, …, XiN) is present position 

of Particle i; Vi=(Vi1, Vi2, …, ViN) is present flying velocity 

of Particle i; Pi=(Pi1, Pi2, …, PiN) is the best position 

experienced by Particle i, i.e. the position experienced by 

Particle i with the best adaptive value, which is denoted 

as Pbest, also referred to as individual best position. 

Assuming f(x) as minimized fitness function, so that the 

best position of Particle i may be determined by the 

below equation: 

(t) f(X (t 1)) f(P (t))
(t 1)

(t 1) f(X (t 1)) f(P (t))

i i i

i

i i i

P
P

X

 
  

  
. (1) 

Assuming the number of particles in the population is 

s, and the best position experienced by all particles in the 

population as Pg, also referred to as global best position 

gbest, so that: 

0 1

0 1

(t) {P (t),P (t),...,P (t)} | f(P (t))

min{f(P (t)), f(P (t)),..., f(P (t))}

g s g

s

P  
. (2) 

For the t-th iteration, motion of Particle i in d-dimen-
sional space (1≤d≤D) follows the below Equation: 

1

2

(t 1) (t) c () (P x (t))

() (P x (t))

id id i id

g id

v v rand

c rand

      

  
, (3) 

(t 1) (t) (t 1)id id idx x v    , (4) 

where, ω is inertia coefficient, which endows particles 

with the tendency to expand the searching space, so as to 

search new areas; c1 and c2 are acceleration constant; 

rand() refers to the random values within [0,1]. 

 
2.2 OPTIMIZATION MODEL FOR DMPSO 

 

Particle swarm optimization algorithm based on dynamic 

multi-populations (DMPSO) is an improved multi-

populations PSO algorithm. Basic ideology of DMPSO: 

In the algorithm, population is divided into several sub-

populations by k-means clustering algorithm, so that sub-

populations may be optimized independently. Meanwhile, 

after several generations of iteration, sub-populations are 

then re-divided to form new sub-populations, so as to 

enhance information exchange between sub-populations. 

Assuming that there are m particles in Population M, 
the m particles are then divided into K sub-populations, 

which may be described as M=(M1, M2,…, Mk). Each sub-

population may also be represented as Mi=(X1, X2… Xp), 

(i=1, 2… K; 0≤p≤m), and elements in sub-populations 

stand for individual particles, and the total number of 

particles in all sub-populations is m. For each Particle i in 

sub-populations, Xi is employed to indicate its position 
1 2 1 2 1 2

1 1 2 2( , , , ,..., , )i i i i i iN iNX X X X X X X , where elements in it 

separately refer to horizontal coordinate and vertical 
coordinate of sensor nodes in the particle. The flying 

velocity of Particle i is described as 
1 2 1 2 1 2

1 1 2 2( , , , ,..., , )i i i i i iN iNV V V V V V V , where elements in it the 

component velocity of sensor nodes in the particle along 

X axis and Y axis. Clustering center is taken as the best 

position passed by all particles in each sub-population, 
represented by Plg, also referred to as Lgbest. Plg is used to 

replace population global best position Pg in Equation (1). 

After the improvement, velocity evolution formula of 

Particle i in d-dimensional space (1≤d≤D) is shown 

below: 

1

2

(t 1) (t) c () (P x (t))

() (P x (t))

id id i id

lg id

v v rand

c rand

      

  
. (5) 

In each sub-population, particles often perform sear-

ching with clustering center as the best position of the 

sub-population. If clustering center of the sub-population 
is coincidentally located at the position of regional opti-

mal solution, the sub-population may take on "precocity" 

convergence. Here, after R generations' iteration, all 

particles in population will be considered as a whole, and 

will be divided into new sub-generations by k-means 

clustering algorithm. Dynamic re-combination of sub-

population is designed to improve information exchange 

between sub-populations, so as to avoid "precocity" of 

particles. 

Moreover, k-means clustering algorithm is adopted to 

partition the data of all node coordinates into K areas, i.e. 
the number of sub-populations. The number of sub-popu-

lations determines social information sharing degree bet-

ween particles in each sub-population. If parties are lack 
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of social information sharing, network coverage may be 

significantly reduced. 

In order to enhance global searching performance of 

particles in searching process, inertia coefficient factor in 

velocity evolution Equation (5) will be appropriately 
adjusted: 

(t) 0.9 0.5
max

t

Iterations
    , (6) 

where, t refers to present iteration generation of particle, 

and maxIterations stands for the maximum iteration gene-
ration in the algorithm. It may be seen from Equation (6) 

that ω reduces linearly with the iteration generation incre-

ases. As for this, the algorithm is endowed with strong glo-

bal searching ability in the beginning and strong regionnal 

searching ability in later phase. 

 

3 DMPSO deployment algorithms 

 
In the paper, random deployment method is employed. In 
the beginning when nodes are scattered into the monitoring 
area, dead zones may be easily caused in the network. As for 
this, secondary deployment shall be performed in allusion to 
such "problematic" area. In order to simplify the network 
model, assuming that Monitoring Area A is a two-dimen-
sional plane, while N sensor nodes with the same parameters 
are scattered in the area. The perception radius of each node 
is denoted as Rs, and communication radius as RC. In order 
to keep the connectivity of network, communication radius 
is set no less than two times of the perception radius [15], i.e. 
Rc≥2Rs. Sensor node set is denoted as S={S1, S2, …, SN}, 

where, Si= {xi, yi, Rs}, i∈(1, 2, …, N). The coverage model of 

each node may be considered as a circle with coordinates of 
the node as the center, and Rs as the radius. 
Digitally discretizing Monitoring Area A as m× n pixels, 
with coordinates of pixels as (x,y), and the distance between 
sensor node Si and a certain pixel p shall be: 

 

2 2(S ,p) ( ) ( )i i id x x y y    . (7) 

Here, node Boolean coverage model, i.e. 0-1 coverage 

model, is employed. Assuming the event of a certain 

pixel's being covered by sensor nodes in the monitoring 

area as ti, if the event is true, p(ti)=1; or else p(ti)=0. 

Being described in Equation: 
 

1, ( , )
(t )

0, ( , )

i s

i

i s

d S p R
p

d S p R


 


. (8) 

Monitoring Area A is a m× n rectangle, which is 

divided into m× n pixels of equal size, with area as 1. 

The discrete precision is 1. For pixel (x,y), as long as 

there is 1 node in Node Set S covers the pixel, the pixel 

shall be considered being covered by Node Set S. 
Otherwise, the pixel (x,y) shall be considered uncovered. 

Denoting the rate of pixel (x,y)'s being covered by Node 

Set S as p(x,y,S), so that:  

1 1

(x, y,S) p( ) 1 (1 p(t ))
N N

i i

i i

p t
 

    . (9) 

As for this, the total area covered by Sensor Node Set 

S is just the union set of all pixels covered by all nodes in 

the node set, denoted as Sarea, then: 

0 0
(x, y,S)dxdy

m n

areaS p   . (10) 

The optimization goal of wireless sensor network node 

deployment is to maximum the coverage rate of the net-

work. Here, coverage rate refers to the specific value bet-

ween coverage area of Node Set S and the total area of the 

monitoring area, i.e.: 

m

areaS

n
 


. (11) 

Denoting the fitness function as follows: 

(X) max max( )areaS
f

m n
 


. (12) 

When f(X) obtains it maximum value, node position 

information is the best deployment position of node in 

wireless sensor network. 

Each particle in monitoring area represents one sensor 

node deployment method. When Equation (9) is taken as 

the fitness function, node deployment optimization algo-

rithm based on DMPSO is shown as Algorithm 1: 
 

ALGORITHM 1: DMPSO algorithm 

Algorithm: DMPSO 

a) Initializing m particles, i.e. randomly generating Position Xi and 

Velocity Vi of each particle; 

b) Dividing the population into K sub-populations with k-means 

clustering algorithm; 

c) Updating the velocity and position of each particle in each sub-

population with Formula (2)~(4); 

d) Calculating the coverage rate of each particle according to fitness 

function; 

e) Comparing the coverage rate of particle with its best position Pbest; 

if the result is better, re-setting Pbest; 

f) Comparing the coverage rate of each particle in each sub-

population with the best position of the sub-population Lgbest; if 

the result is better, re-setting Lgbest; 

g) Judging if R iteration generations have been reach; if so, returning 

to b); or else, executing h); 

h) If the pre-set maximum iteration generation or satisfactory 

coverage rate has been reached, stopping the process; optimal 

individual position Xi of the population shall be taken as the 

result; or else, returning to c) and repeating the steps. 

 

4 Experiments and result analysis 

 

4.1 COVERAGE AND UNIFORMITY 

 
Generally, coverage can be considered as the measure of 
quality of service of a sensor network. Gage invented the 
concept of coverage in the research of multi-robot systems 
[16]. We define it as the ratio between sum of the coverage 
area of all the nodes and the area of the entire target region, 
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shown in Equation (13). The definition of sum of the 
coverage area is taken from the concept of union in the Set 
Theory, thus the coverage is usually less than or equal to 1. 

1,...,

i

i N

A

Coverage
A


 . (13) 

The uniformity of coverage is a well-defined standard 
to measure the service life of a network. Article [17] des-

cribes the concept as the standard deviation of distance 

between nodes. Smaller standard deviation means better 

coverage uniformity of the network, as shown in Equa-

tion (14). 

 
1

2
2

,

1

1

1
( )

1

n

i i j

j

N

i

i

U d d
n

U U
N






    
 










, (14) 

where in Equation (14), U is the Uniformity, N is the total 
number of nodes, Ui is the standard deviation of distance 
between the i-th node and its adjacent nodes, n is the number 
of neighbors of the ith node, di,j is the distance between i-th 

and j-th nodes, d  is the mean of internal distances between 
the ith node and its neighbors. So far, we have discussed the 
relation between communication and coverage. Article [16] 
has proved that when the communication range of node is 
twice or larger than the sensing range, coverage will contain 
pure connections. In practical deployment, we only have to 
consider the coverage so as to ensure the connection. At the 
moment, coverage contains connection problems. 

 

4.2 SIMULATION 

 
Assuming that the monitoring area of wireless sensor 
network is a 50m×50m square, perception radius of each 
sensor node Rs=5m, and communication radius 
Rc=2Rs=10m. 35 nodes are randomly deployed in the 
monitoring area. As particles are diversified, when the 
number of particles is larger, distribution of nodes may be 
relatively even. However, with the number of particles 
increases, the calculation duration may increase exponent-
tially, largely reducing the calculation speed. Taking into 
consideration the above factors, the number of particles in 
the population is assumed to be 30. The flying velocity of 
particles is limited within -3-3m/s, parameter c1=0.9, 
c2=0.9, maximum iteration generation I=500. 

The number of sub-populations divided with k-means 

clustering algorithm may eventually affect the coverage 

rate of the monitoring area. 50 experiments are conducted 

under situations with K=2 to 30. On this basis, the 

average value is figured out, leading to the experimental 

data shown in Figure 1. 

 
FIGURE 1 Coverage vs. various sub-populations 

It can be seen from Figure 1 that, when the number of 
sub-populations is less than half of the population scale, 

the coverage rate is generally higher than that when the 

number of sub-populations is more than half of the popu-

lation scale. As for this, the number of sub-populations is 

controlled within 3-8, and the effect would be better. The 

reason is that, when the number of sub-populations is 

relatively less, a certain amount of particles for each sub-

population could be guaranteed. In essence, PSO algo-

rithm is a sort of swarm intelligence algorithm. The velo-

city of particle is co-determined by its flying experience 

and companions' flying experience. Population diversify-
cation of each sub-population shall be guaranteed, so that 

particles in each sub-population may be able to interact 

and to exchange information. On the contrary, when the 

number of divided sub-populations is larger, there might 

be fewer particles for each sub-population. As for this, 

particles may be lack of social information sharing, and 

the probability of reaching optimal solution would be 

lower. According to the experiment, when the population 

is divided into 5 sub-populations, wireless sensor network 

deployment optimization effect is the best, and the cove-

rage rate at the moment is 91.89%. 
In order to test the effectiveness of DMPSO algo-

rithm, simulation experiment based on two models is per-

formed. In other words, standard PSO algorithm and 

improved DMPSO algorithm are separately applied to 

optimize node deployment for wireless sensor network. 

Figure 2a shows the initial status of node random deploy-

ment; Figure 2b is wireless sensor network deployment 

result based on the optimized PSO algorithm; Figure 3c is 

wireless sensor network deployment result based on the 

improved DMPSO algorithm. 

In the Figure 2, solid black dots indicate the position 

of sensor nodes, while circles refer to the perception 
range of nodes. After 500 times' iteration, the coverage 

rate of wireless sensor network deployed with standard 

PSO algorithm is 88.23%; the coverage rate of wireless 

sensor network deployed with DMPSO algorithm is 

91.89%. Thus, it can be seen that, the coverage rate of the 

improved algorithm is increased by 3.66%, reaching the 

effect of deployment optimization. Shown by Figure 2, 

node distribution in (c) is more even than that in (b), so 

that the rate of "dead zone" and repeat coverage is 

relatively lower. DMPSO algorithm divides particles into 
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several sub-populations via clustering. On this basis, 

particles in each sub-population will be able to adjust the 

flying direction according to their respective flying 

experience and the "global optimum" of their sub-

population. When the frequency of worst fitness of a 
certain particle reaches the pre-set value, the particle will 

consequently be regarded as being unfit for present 

searching environment, which needs to be optimized. As 

for this, the particle will be removed from regional 

optimal value for optimal solution. In this way, particles 

may be able to get rid of regional optimal value, to 

expand the searching range, and to effectively solve the 

problem of "precocity". 

 

 

 
FIGURE 2 Deployment of sensor nodes 

Figure 3 shows coverage and uniformity changing 

curve of DMPSO algorithm. According to the figure, the 

initial coverage rate of network is approximately 35%. 

After 500 iterations, the coverage rate is significantly 

improved. Seeing from the growth slope of the curve, in 
the first 100 generations of iteration, the slope of curve is 

relatively higher, and the coverage rate increases sharply. 

After 150 iterations, the slope reduces obviously, and the 

coverage rate grows gently, eventually being stabilized to 

a constant. The reason for this is that, under the influence 

of inertia coefficient, the algorithm is easy to converge to 

a global best position in the early stage. With the number 

of iteration increases, particles begin to oscillate around 

the best position, so that the result obtained tends to be 

stabilized to the best result 91.89%. Compared with the 

initial coverage rate, the coverage rate at the moment is 

improved by approximately 55%. Thus, it may be seen 
that, the algorithm shows more obvious effect in 

improving network coverage rate. 

 
FIGURE 3 Coverage and Uniformity of DMPSO 

Figure 4 shows the coverage rate of standard PSO 

algorithm and DMPSO algorithm. According to Figure 4, 

the number of iteration of standard PSO algorithm when 

reaching convergence is around 350, and for DMPSO 

algorithm, the number is around 300. The convergence 

speed of the improved algorithm is improved by 

approximately 14%. 

 

FIGURE 4 Comparison of PSO and DMPSO coverage 

0 10 20 30 40 50
0

10

20

30

40

50

0 100 200 300 400 500
0.2

0.4

0.6

0.8

1
U

n
if
o
rm

it
y

Time

正 常 部 署

 

 

0 100 200 300 400 500

0.6

0.8

1

C
o
v
e
ra

g
e
(%

)

Uniformity

Coverage

0 10 20 30 40 50
0

10

20

30

40

50

0 100 200 300 400 500
0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Time

C
o
v
e
ra

g
e
 (

%
)

正 常 部 署

 

 

DMPSO

PSO



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(11) 657-662 Hong Lei 

662 
   Operation Research and Decision Making.. 

 

Thus, it may be seen that, in wireless sensor network 

deployment optimization, DMPSO algorithm has better 

convergence performance than that of PSO algorithm. 

In order to further test the feasibility of DMPSO algo-

rithm, common genetic algorithm, and bee colony algo-
rithm are employed to compare with DMPSO algorithm 

proposed in this paper. The number of iteration of all the 

three algorithms is 500. Table 1 shows simulation result 

comparison of the 3 algorithms after 50 times of statis-

tics. 
 

TABLE 1  Comparison of various algorithms 

Algorithm Coverage % Iteration 

Genetic Algorithm 80.3 485 

Bee Colony Algorithm 85.2 426 

DMPSO 91.89 308 

Shown by Table 1, compared with genetic algorithm 

and bee colony algorithm, DMPSO algorithm improves 

network coverage rate separately by 11.59% and 6.65%. 

Moreover, DMPSO algorithm reaches the best solution 

within less generation. As for this, it is feasible to apply 
DMPSO algorithm to optimize wireless sensor network 

node deployment. 

 

4 Conclusions 

 
In this paper k-means clustering method is introduced to 
propose a particle swarm model for dynamically dividing 
sub-populations. The algorithm effectively solves the "pre-
cocity" problem of standard PSO algorithm. Moreover, the 
simulation result also shows that, the proposed DMPSO 
algorithm is able to optimize the deployment of WSN node, 
and to improve the network coverage. How to reduce the 
repeat coverage of node, so as to further improve network 
coverage rate is a key problem to be further studied in future. 
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