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Abstract 

In this paper, An M/M/c queuing system with multiple working vacations and vacation interruption is considered. All servers work at 

a lower rate rather than completely stop during a vacation period. Meanwhile, we introduce another vacation policy: vacation 
interruption. Otherwise using matrix-geometric solution method, we obtain steady-state distribution for queue length. 
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1 Introduction 

 

1.1 LITERATURE REVIEW 

 

During the last two decades, the queuing systems with 

server vacations or working vacations have been 

investigated extensively due to their applications in 

various fields, such as computer systems, communication 

networks, production managing, etc. General vacation 

models can be found in Tian and Zhang [1].  

About the study of working vacations, in 2002, Servi 

and Finn [2] first studied an M/M/1 queue with working 

vacations (Such model is denoted by M/M/1/WV queue), 

where inter-arrival times, service times during service 

period, service times during vacation period, and vacation 

times are all exponentially distributed. They developed the 

explicit formulae for the mean and variance number of 

customers in the system. Later in [3], Wu and Takagi 

extended Servi and Finn’s M/M/1/WV queue to an 

M/G/1/WV queue. They assumed that service times during 

service period, service times during vacation period as well 

as vacation times are all generally distributed. Further, 

they assumed that when a working vacation ends, if there 

are customers in the system, the server changes to another 

service rate, where the service times follow a different 

distribution. In [4], Baba extended Servi and Finn’s 

M/M/1/WV queue to a GI/M/1/WV queue. They not only 

assumed general independent arrival, they also assumed 

service times during service period, service times during 

vacation period as well as vacation times following 

exponential distribution. Furthermore, Baba derived the 

steady- state system length distributions at arrival and 

arbitrary epochs. In [5], Banik et al. studied a finite 

capacity GI/M/1 queue with multiple working vacations 

and presented a series of numerical results. For more 

comprehensive and excellent study on the working 
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vacation models, the readers may refer to [6-8] and 

references therein for details. 

For the Multi-server vacation models, there are only a 

limited number of studies due to the complexity of the 

systems. The M/M/c queue with exponential vacations was 

first studied by Levy and Yechiali [9]. Chao and Zhao [10] 

investigated a GI/M/c vacation system and provided an 

algorithm to compute the performance measures. Tian et 

al. [11] gave a detailed study of the M/M/c vacation 

systems in which all servers take multiple vacation policy 

when the system is empty. Later, Zhang and Xu [12], 

Zhang and Tian [13] and Ke et al. [14] analysed the M/M/c 

vacation systems with a “partial server multiple vacation 

policy”.  

Existing research works about multi-server vacation 

models, including those mentioned above, have not related 

to “the working vacation policy”. Besides the lack of 

research work on this problem, the existing literature about 

“vacation Interruption” also focuses on a single server 

model. Li and Tian [15] first introduced and studied an 

M/M/1 queue. Using the matrix analytic method, Li and 

Tian [16] generalized their results to the discrete-time 

GI/Geo/1 queue. The continuous-time GI/M/1queue was 

analysed by Li et al. [17]. Using the method of a 

supplementary variable, Zhangand Hou [18] investigated 

the M/G/1 queue with working vacations and vacation 

interruption.  

 

1.2 CHARACTERISTICS OF OUR MODEL 

 

The model we consider has some certain implications in 

practice. In some situations, the number of servers is not 

one so that a more general model should be used. 

Therefore, compared with previous studies, our model is 

more general, and an M/M/1 queue system can be seen as 

a special case of M/M/c queue system, that is 1c  . In the 

cyclic service queue system, which is always used to 
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reconfigure the communication network, we can adopt the 

working vacation policy to model. Moreover, the analysis 

of our model can also provide the theory and analysis 

method to design the optimal lower service rate.  

The rest of this paper is organized as follows. In 

Section 2, we give a brief description of the mathematical 

model, and a quasi-birth and death (QBD) process is 

demonstrated. In Section 3, we compute the stationary 

distributions by using the matrix geometric solution 

method, and the conditional stochastic decomposition 

properties are proved in this part. Finally, Section4 

summarizes the investigation and draws the conclusion. 

 

2 Mathematical model and QBD process 

 

We consider the M/M/c/ queue with Working Vacations 

and vacation Interruption, and the specific application 

about the “Working Vacations and vacation 

Interruption”policy in this paper is introduced in 1.2 

(Characteristics of our model). It is assumed that 

customers arrive according to a Poisson process with rate 

λ.The service times during busy period follow exponential 

distribution with mean 
11/  . The service times during 

vacation period follow another exponential distribution 

with mean 
21/ .  Vacation times are exponentially 

distributed with mean 1/θ. The service order is assumed to 

be First Come First Served. In addition, inter-arrival times, 

service times, and vacation times are mutually 

independent. 

Let Qv(t) be the number of customers in the system at 

time t, let J(t) be the indicator variable defined by: 

 
0, all servers are on a busy period at time 

1,  all setvers are on a working period at time 

t
J t

t


 


. 

Then, the     ,vQ t J t  is a quasi-birth–death process 

(QBD) with the state space: 

    0,1 , , 1, 0,1k j k j    . (1) 

Referring to the state-transition-rate diagram as shown 

in Figure 1 the infinitesimal generator Q of the QBD 

describing the M/M/c queuing system with Working 

Vacations and vacation Interruption is of the form: 

0 0

1 1 1

2 2 2

1 1 1

1 1 1

2 2 2

0

1

2

... ... ... ...

... ... ... ...

1

1

2

... ... ... ...

c c c

c c c

c c c

c c c

k A C

k B A C

k B A C

Q
k c B A C

k c B A C

k c B A C

k c B A C

  

  

  

  
 


 
 
 
 
 
 

   
 
 

   
 

   
  

 (2) 

The entries  0kB k c  ,  0kA k c   and 

 0kC k c   are different matrices, define: 

   0 0 1 1 2, 0, , ,
T

A C B      . 

Other matrices are 2×2 square matrices, and 

 1kC C I k c    , where I is an identity matrix 

 

 
 1

2

, 1 1k

k
A k c

k

  

   

  
    

   
, 

 

 
 1

2

,k

c
A A k c

c

  

   

  
   

   
, 

 1

2

0
, 2 1

0
k

k
B k c

k





 
    
 

, 

 1

2

0
,

0
k

c
B B k c

c





 
   

 
. 

 
FIGURE 1 State-transition-rate diagram 

Note that Q  is also viewed as the infinitesimal 

generator for the QBD process. To analyse this QBD 

process, a very import ant matrix in evaluating the 

performance measures is the matrix R. It is known as the 

rate matrix, and it is the minimal non-negative solution of 

the matrix quadratic equation (the readers are referred to 

Neuts [19]): 

2 0R B RA C   . (3) 

Based on the structures of matrices, A and C, which are 

represented as the lower triangular matrix, thus the matrix 

solution R is also the lower triangular matrix. 

Doing some arduous algebraic derivations and 

arrangement, we develop the explicit formula for matrix R 

in the theorem below. Firstly, let’s assume that 
1c





 . 

Theorem 1. If 1  , the matrix Equation (3) has the 

minimal nonnegative solution as 
21 22

0
R

r r

 
  
 

, where: 

 

 
21 22

1 2 2

, .r r
c c c

   

      


 

   
 

Proof: Based on the structures of matrices A, B and C 

we can assume that R has the same structure as: 

21 22

0
R

r r

 
  
 

. 
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Substituting R into the matrix Equation (3), we obtain 

the following system of equations: 

   

   

     

2

1 11 11 1

22 2

2 2

2 22 1 21 11 22 21 1

0 4.1

0 4.2

0 4.3

c r r c

r c

c r c r r r r c

   

   

   

    

    


    

. (4) 

To obtain the minimal nonnegative solution of 

Equation (3), in the first equation of the system of 

Equations (4.1), let 
11r   (the other root is 

11 1r  ). In 

the second equation of the system of equations (4.2), we 

can get 
22

2

r
c



  


 
. 

Substituting 
11r   and 

22

2

r
c



  


 
 into the 

third Equation (4.3), we get: 

 

 

 

2

2 22 22

21

1 22 1 21

c r r
r

c r c c

   

    


 

  
 and 

210 1r  . 

In fact: 
 

 
21

1 2 1 2

r
c c c c

     

       

 
 

   
. 

When 
1

1
c





  , we can get 

21 1r  . 

Furthermore, we can verify that all diagonal elements 

of rate matrix R are less than 1. Therefore, the spectral 

radius of rate matrix R,    22max ,SP R r  is less than 

1. Based on the ttheorem (Neuts [19]), we can prove that 

the QBD process     ,vQ t J t  is positive recurrent if and 

only if 1  . 

 

3 Stationary distributions 

 

1   is the stability condition of the state process. Using 

the rate matrix R, we can solve the steady-state probability 

more efficiently. Let  ,vQ J  be a set of random variables 

which follows the stationary distribution of the QBD 

process     ,vQ t J t . Define: 

 0 1 2, , ,...     and    0 01 0 1, , , 1k k k k       . 

 

      

,

lim , , ,

kj v

v
t

P Q k J j

P Q t k J t j k j





   

  
 

So the stationary distribution for this QBD process is 

given as follows: 

Theorem2. If 1  , the distribution of  ,vQ J  is: 

 

 

,1

1 2

1
1

1 2 2

, 1 1 5.1

, 5.2

m

m

i

m c
c

i

K m c
i

K m c
i c





  

 

     



 







  

 


 
      





, (5) 

1
,0

1 1

1,0 1,1 21 11 22

0

1
, 1 1 (6.1)

!

, (6.2)

m

m

m
m c

m i m c i

c c

i

K m c
m

r r r m c







  


   

 



  
    
   


 




. (6) 

 
1

1 2 3K K K K


   , 

where: 

1
2 1

12

1 !

pc

m

p

p
 

  
   





 
      

   
 , 

 

 

1

1 2

2 1

2

1

1 ! km k

j
k j k j

i

j k

i

 


   



  






 




, 

 

 

1

1

2 1

2

1

1 ! km k

j
k j k j

i

k

i

 


   



  






 




, 

 

 
11 22 21

1 2 1 2

, , ,r r r
c c c c

   

       


  

   
 

1

1

1 1 2 1

1

!

mc

m

m i

K
i m

 


   



 

 
  

  
  , 

1
1

2

1 2 2

m c
c

m c i

K
i c

 

     

 


 

  
    

      
  , 

 

1

1

3 1

1

1

21 11 22

11 2

1

1 !

c

m c

c

m c

c m c
i m c i

ii

K
c

r r r
i


 





  




 





 
 



  
  

  




  





 

Proof: Using the matrix geometric solution 

method(see[19]),we can get: 

1

1 ,m c

m c R m c   

  , 
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the equations that 01 10 11 20 21 1,0 1,1, , , ,..., ,c c         

satisfy are: 

 

   

   

   

   

   

   

 

01 1 10 2 11

1 10 11 1 20 2 20

01 2 11

10 1 20 21 1 30 2 31

11 2 21

20 1 20 31 1 40 2 41

21 2 31

3,0 1

0 7.1

2 2 0 7.2

7.3

2 3 3 7.4

2 7.5

3 4 4 7.6

3 7.7

...

2c c

    

       

    

        

    

        

    

   

   

     

  

    

  

    

  

    

     

   

   

2,0 2,1

1 1,0 2 1,1

3,1 2 2,1

2,1 2 1,1

1 1 0 7.8

2 0 7.9

1 0 7.10

c c

c c

c c

c c

c c

c

c



   

    

    

 

 

 

 
















 


   


       


       

 (7) 

Define: 
01 K  . 

Through a series of calculation, we can get the 

following result from the Equation (7) 

{(7.3),(7.5),(7.7),…,(7.10)}. 

11

2

K



  


 

, (7.3a) 

21 11

2 2 22 2
K

  
 

        
 

     
, (7.5a) 

31 21

2

2 2 2

3

,
3 2

K


 

  

  

        

 
 

     

 (7.7a) 

… 

 

1

1,1 2,1

12 21

c

c c

i

K
c i

 
 

     



 



 
    

 . (7.10a) 

Clearing up the above formulas, we can obtain 

Equation (5.1). 

Meanwhile, we can get the following result from 

Equations (7) {(7.2), (7.4), (7.6),…, (7.8)} 

1 20 10 1 10 11 2 212 2            (7.2a) 

1 30 20 1 20 10 21 2 313 2 3              (7.4a) 

1 40 30 1 30 20 31 2 414 3 4              (7.6a) 

… 

 

   

1 1,0 2,0

1 2,0 3,0 2,1 2 1,1

1

2 1

c c

c c c c

c

c c

  

     

 

   

  

    
 (7.8a) 

The above formulas on both sides of the equal are 

added, respectively. Through a series of calculation, we 

can get: 

 

 

1 1,0 2,0 1 10 11

2 21 21 2,1 2 1,1

1

2 ... 1

c c

c c

c

c

     

     

 

 

    

    
 (8) 

By (7.1), we can get: 

1 10 01 2 11      . (7.1a) 

Substituting Equation (7.1a) into Equation (8), we 

obtain Equation (6.1). 

And 
21 22

0
R

r r

 
  
 

, so we can calculate: 

1

1 1

1

21 11 22 22

0

0m c

m m c
i m c i m c

i

R
r r r r

  

  
   



 
 


 
  


. 

Substituting 1,0c   (5.1), 1,1c   (6.1) and 1m cR    into 

    1

,0 ,1 1,0 1,1, , m c

m m c c R     

  , we can obtain 

Equations (5.2) and (6.2). 

Finally by the normalization conditions can be obtained, 

we can get 
01 , i.e K. 

 

4 Conclusions 

 

In this paper, we study an M/M/c queuing system with 

multiple working vacation and vacation interruption using 

matrix-analytic method. This system is formulated as a 

QBD process, the necessary and sufficient condition for 

the stability of the system was deduced. More important, 

the explicit solution of stable condition and rate matrix of 

the QBD model are obtained, and then the stationary 

probability distributions are explicitly developed. 
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