The application of fuzzy association rules in the employment data mining of a higher vocational college
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Abstract

Data mining is able to extract potentially useful information from plentiful seemingly unrelated data. A high efficiency is therefore obtained using these useful data in work or study. Association rules mining is a significant branch in data mining. It mirrors the implicit relations among transactions in mass data. In addition, association rules can intuitively reflect the associations among item sets in data, and the relations are established according to the frequencies of the item sets appearing in data. This method, which explains its rules clearly and is easily to understand, therefore is different from the traditional statistical method. This research introduced and applied the mining algorithms of fuzzy association rules to the employment data analysis of a higher vocational college, in order to find significant association rules from numerous data and provide guidance for the education and employment in the future, therefore improving the employment rate further.

Keywords: Association rules, Data mining, Research, Application

1 Introduction

Data mining is an effective method to solve the problem of data rich but information poor currently. By using this method, potentially useful information can be discovered in mass data. Moreover, the relevant predication and discovering etc. of neglected information can be carried out using the discovered information. Data mining therefore presents broad application prospects.

Association rules mining is a significant branch in data mining. It is to discover the potential associated information in mass data. It was first reported in the data mining process of customers’ transaction records in shopping malls [1]. There are no causal relationships in the results of association rules mining, and the results cannot be described using these relationships. Association rules mining mirrors the implicit relations among transactions in mass data. In addition, association rules can intuitively reflect the associations among item sets in data, and the relations are established according to the frequencies of the item sets appearing in data. This method, which explains its rules clearly and is easily to understand, therefore is different from the traditional statistical method. Association rules can intuitively express the relations among item sets (different values of variables) in data. The relations are not based on certain distributions and obtained using repeatedly iteration fittings of data in certain models. However, they are established according to the probabilities of the item sets appearing in data.

2 The definition of association rules

Let D=\{t_1,t_2,\ldots,t_n\} be a transactional database, T be any transaction set with an unique mark in D, and I=\{i_1,i_2,\ldots,i_m\} be a set composed of different items of number m. Each transaction ti (i=1,2,\ldots,n) corresponds to an unique subset in I [2].

Definition 1. Item: Any element i in the set of I=\{i_1,i_2,\ldots,i_m\} is defined as a item.

Definition 2. Item set: In association analysis, a set containing none or multi-item is an item set. If an item set contains items of number k, it is called a k-item set. For example, \{notebook computer, printer\} is a 2-itemset. An empty set is an item set does not contain any items. If an item set X is a subset of a transaction T, that means the transaction T includes the item set X, which is denoted as X \subseteq T .

Association rules are implication expressions in the form of X \Rightarrow Y , where X \subseteq T , Y \subseteq T , and X \cap Y = \varnothing . The antecedent and the consequent of association rules are X and Y, respectively. Association rules mining is designed to find the implications which meet the set minimum support and confidence in mass data.

The support is applied to express the percentage of a rule in all the transactions in a database, and is a criterion to measure the importance of an association rule as well. The larger the support, the more important the association rule is in the whole database. The confidence is a measurement to determine the accuracy of an association
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rule. Generally, the association rules meeting the minimum support and confidence in the meantime are considered. If a rule is high support and low confidence, the rule presents low reliability; on the contrary, if a rule is low support and high confidence, the rule is seldom used.

Therefore, two threshold values, namely the minimum support and the minimum confidence, are set to guarantee the discovered association rules can be used in practice. These two values are employed to abandon the redundant and invalid rules.

**Definition 3.** Count. The number of the transactions containing item set X in the database D is called the count.

**Definition 4.** Support.: It is the ratio of the count of the item set X divided by the number of all the transactions in the database D. The support of item set X is denoted as sup(X), and the support of X $\Rightarrow$ Y is denoted as $sup(X \Rightarrow Y)$:

$$sup(X \Rightarrow Y) = P(X \cap Y)$$

(1)

According to Definitions 3 and 4, in the case that the number of the transactions contained in the transaction database D is marked by |D|, the relation of the count and the support of item set X is expressed in the following formula:

$$count = sup \times D$$

(2)

**Definition 5.** Confidence. The confidence of X $\Rightarrow$ Y is the specific value of the number of the transactions containing item sets X and Y at the same time and the number of the transactions merely containing item set X in the database D. The confidence of X $\Rightarrow$ Y is denoted as conf(X $\Rightarrow$ Y):

$$conf(X \Rightarrow Y) = \frac{sup(X \cup Y)}{sup(X)} \times 100\%.$$  

(3)

**3 The process of association rules mining**

Association rules mining is generally divided into and carried out as two subproblems [3].

**3.1 DISCOVERING FREQUENT ITEMSETS**

According to the minsup set by the decision maker, all the frequent item sets in the database D are found out. The frequent item sets refer to the item sets satisfying support as well as minsup. Since possibly there are inclusive relations among these frequent item sets, users need to find out the set of those frequent large item sets, which cannot be included in other frequent item sets. This is the basis of finally generating association rules as well.

**3.2 DISCOVERING RULES**

According to the set minconf, the rules with confidences not less than minconf were discovered in every maximum frequent item sets. The model of association rules mining is shown in Fig. 1.

4 **Introduction of fuzzy association rules**

The association rules are used most widely in market basket analysis. In a database, except items, there is numerical information relating to these items as well, such as the quantity and the price etc. of commodities. When first proposed, the association rules just considered the membership information, while ignored the numerical
one. Researchers therefore focus on whether the numerical information is useful in further mining or not.

Generally, in reality, when carry out association rules mining of data which are not Boolean or categorical, researchers transform them to Boolean one. However, the transformation damages the edge data seriously, therefore influencing the mining results. Afterwards, the fuzzy concept was introduced in the association rules, and the problem of edge data was readily solved. The fuzzy association rules request the fuzzy concept is fuzzy as well as the membership functions. In the transformation, using different membership functions can result in different results, which influencing the mining results significantly [4].

Let \( I=\{I_1, I_2, \ldots, I_m\} \) be the attribute set of the database D. For any attribute \( I_i \) (\( 1 \leq i \leq m \)), it can be divided into fuzzy attributes of number \( q_i \) using fuzzy membership functions. After the original numeric attributes being divided into fuzzy ones, the database D was transformed to fuzzy database \( D_f \), the attribute set of which is \( I_f=\{ I_1^1, I_1^2, \ldots, I_1^{q_1}, I_2^1, I_2^2, \ldots, I_2^{q_2}, \ldots, I_m^1, I_m^2, \ldots, I_m^{q_m} \} \), and the ranges of all the new attributes expand to \([0,1]\).

**Definition 9.** The support of record \( i \) in fuzzy item sets \( X=\{x_1, x_2, \ldots, x_p\} \subseteq I_f \) to the fuzzy item set \( X \) is defined by the following formula:

\[
\text{SupT}_i(X)=x_1 \wedge \cdots \wedge x_p \text{ or } \text{SupT}_i(X)=\text{X}_i \wedge \cdots \wedge \text{X}_{pi},
\]

where \( x_j \) represents the value of fuzzy item \( x_j \) on the record \( i \), and \( x_j \in [0,1] \) (\( i=1,2,\ldots,n \) \( j=1,2,\ldots,p \)).

**Definition 10.** The support of the whole fuzzy item set \( X=\{x_1, x_2, \ldots, x_p\} \subseteq I_f \) to \( X \) is defined by the following formula:

\[
\text{Sup}(X)=\frac{\sum_{i=1}^{n} \text{SupT}_i(X)}{|D_f|},
\]

where \( |D| \) represents the number of the transactions in the database. If the support of a fuzzy item set is not less than the set fuzzy minsup, \( X \) is a fuzzy frequent item set.

**Definition 11.** Similar to Boolean association rules, in the implication \( X \Rightarrow Y \) in fuzzy association rules, \( X \) and \( Y \) indicate the antecedent and the consequent of the fuzzy association rules, respectively. Similarly, \( X \subseteq I_f \), \( Y \subseteq I_f \), and there are no relevant items from the same attributes in, \( X \neq \phi \), \( Y \neq \phi \), \( X \cap Y \neq \phi \), and \( I = X \cup Y \).

**Definition 12.** The sup\((X \Rightarrow Y)\) and conf\((X \Rightarrow Y)\) of implication \( X \Rightarrow Y \) in the fuzzy association rules are defined by the following formulas:

\[
\text{sup}(X \Rightarrow Y) = \text{sup}(X \cup Y),
\]

\[
\text{conf}(X \Rightarrow Y) = \frac{\text{sup}(X \cup Y)}{\text{sup}(X)},
\]

where \( X \subseteq I_f \), \( Y \subseteq I_f \), and there are no relevant items from the same attributes in \( X \neq \phi \), \( Y \neq \phi \), \( X \cap Y \neq \phi \), and \( I = X \cup Y \).

Similar to Boolean association rules, the minsup and the minconf are set by the decision maker prior to discovering fuzzy association rules. The fuzzy association rules mining is carried out in the following process: determining membership functions, establishing transactional database, discovering fuzzy association rules, and finally explaining discovered rules.

5 The application of fuzzy association rules in the employment data analysis of a higher vocational college

This research was on the basis of the accumulated relevant data of graduates of the vocational college in Hainan, China and analysed the employment trend and rules using data mining. The results are able to provide suggestions on vocational counsel and educational reform for the management and decision-making sections of the college, thus promoting the sustainable development of the college [5].

In this research, it is undoubtedly of great practical significance to apply data mining to the analysis of employment and educational reform, to discover the internal and hidden information from plenty of historical data using fuzzy association rules, and to employ the information to the decision-making of the college.

5.1 DATA PREPARATION

The collected employment information of 379 graduates from different majors of the vocational college in Hainan from 2012 to 2013 was employed in the research, and the relevant information such as name, gender, and birthday etc. was omitted. Then the following attributes were carried out association rules mining, including the average scores of common required courses, professional basic courses, and professional courses, majors, industries, income, and business natures etc. Since the data size is large, this research merely shows partial data below, as shown in Table 1.
The association rules in Table 3 indicate that most of the graduates with medium scores of professional courses and high scores of professional basic ones work in the industries not related to their majors; most of the graduates with high scores of professional and professional basic courses work in the industries related to their majors; and the incomes of the graduates with high scores of common required, professional and professional basic courses are generally at a high level.

The above data indicate that, in order to work in the industries related to their majors after graduation, students require to concentrate their attentions on all the following courses, including common required, professional basic, and professional courses, so that they can develop in an all-around way; meanwhile, if some students are interested in other majors, proper suggestions need to be given to improve their relevant professional quality, so that they are ready for the employment in the future. The information provides guidance and references for the training scheme of the higher vocational college. And it is useful in the training of the applied talents needed for society and improving the employment rate of students.

6 Conclusions

The research employed the fuzzy association rules algorithms in the analysis of the employment of the higher vocational college and discovered the relationships among the scores and the employment attributes. According to this method, the fuzzy C means clustering algorithm was used to cluster the quantitative attributes, and then the clustering centres were mined using the association rules mining. However, the research needs to be perfected in some aspects as well. For example, the research discovered all the strong association rules, of which some with high support and confidence are not valuable in practical applications. In addition, whether the discovered quantitative association rules are valuable in application or not needs to be verified as well.
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