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Abstract 

KNN (K-Nearest Neighbours) algorithm is a classification algorithm that can apply to question classification. However, its time 

complexity will increase linearly with the increase of training set size, which constrains the actual application effects of this algorithm. 

In this paper, based on a discussion of disadvantages of traditional KNN methods, an improved KNN algorithm based on Apriori 

algorithm was proposed. This method extracts the frequent feature set of training samples of different categories and the associated 

samples. Next, on the basis of correlation analysis of each category of samples, a proper nearest neighbour number k was determined 

for an unknown category of questions. In the training samples of known categories, k nearest neighbours were selected. And then, 

according to the category of nearest neighbours, the category of unknown question was identified. Compared with the question 

classification method of traditional KNN, the improved method could efficiently determine the value of k and decrease time complexity. 

Our experimental results demonstrated that the improved KNN question classification method improved the efficiency and accuracy 
of question classification. 
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1 Introduction 

 
In the question and answer system, users can give concise, 

accurate, and user-friendly answers to questions input by 

natural language. Answers are generally a length of text. 

In 1999, a special project of the question and answer 

system evaluation was introduced in TREC conference. 

Hence, the question and answer system in the open domain 

has become a key branch and research focus in the field of 

natural language processing and information retrieval. 

Generally, the question and answer system is comprised of 

three modules, namely, question comprehension, 

information retrieval and answer extraction. For question 

comprehension, the recognition of question type is a 

crucial part, that is, question classification. Question 

classification is a key factor to locate and test answers and 

formulate answer extraction strategy.  

Currently, the often used question classification 

algorithms include Native Bayes [4], K-Nearest 

Neighbours (KNN) [5], SVM (Support Vector Machine) 

[6] etc. In these algorithms, k-nearest neighbour algorithm 

is most widely used. However, two issues in KNN 

algorithm need to be solved: firstly, the way to determine 

the nearest neighbour number K of samples to be 

categorized. Secondly, in the classification, the distance 

between each sample to be classified and all training 

samples needs to be calculated. Meanwhile, the size of 

classification samples is often large. To calculate the 

similarity between thousands of training samples and the 
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sample to be categorized, the classification performance 

will be far from satisfactory. 

In order to overcome the disadvantages of traditional 

KNN methods, in this research, an improved KNN 

algorithm based on Apriori algorithm was proposed. This 

method extracts the frequent feature set of training samples 

of different categories and the associated samples. Next, 

on the basis of correlation analysis of each category of 

samples, a proper nearest neighbour number k was 

determined for an unknown category of questions. In the 

training samples of known categories, k nearest neighbours 

were selected. And then, according to the category of 

nearest neighbours, the category of unknown question was 

identified. Compared with the question classification 

method of traditional KNN, the improved method could 

efficiently determine the value of k and decrease time 

complexity. Our experimental results demonstrated that 

the improved KNN question classification method 

improved the efficiency and accuracy of question 

classification. 

 

2 Related work 

 

KNN is an extension of the nearest neighbour algorithm. 

Based on the thinking of nearest neighbour, K nearest 

neighbours of the test samples are selected, and the type of 

K new nearest samples can be determined. As a non-

parameter classification algorithm, KNN has a simple and 

intuitive principle that is easy to realize. Thus, KNN is 

widely applied in the field of pattern recognition such as 
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classification and regression [5]. However, two issues in 

KNN algorithm need to be solved: firstly, the way to 

determine the nearest neighbour number K of samples to 

be categorized. According to Bayesian Decision Theory, 

in order to obtain reliable classification, the larger K is, the 

better results will be. However, on the other hand, K 

nearest neighbour samples should be as close to the test 

samples as possible. Hence, compromises need to be made 

in reality. The general practice is to determine an initial 

value first, then keep modifying based on the experimental 

results and finally reach the optimal value. Many 

researchers explored into this issue. For example, a 

comparatively classic reference [7] proposed a K nearest 

neighbour algorithm that can automatically select the 

optimal K value. Reference [8] presented a weighted KNN 

algorithm, which assigns a comparatively large weight to 

a comparatively nearer neighbour according to the 

distance from nearest neighbour samples to the test 

samples. In this way, even K is very large, samples that 

determine the category of the test sample are nearer 

samples to it. The weighted method enables the KNN 

algorithm to be less sensitive to K selection and enhance 

the robustness of the original algorithm. Secondly, in the 

classification, the distance between each sample to be 

classified and all training samples needs to be calculated. 

Meanwhile, the size of classification samples is often 

large. To calculate the similarity between thousands of 

training samples and the sample to be categorized, the 

classification performance will be far from satisfactory. If 

some samples in the training set can be reduced before the 

classification and the final classification accuracy can be 

ensured, this issue will be solved. Based on this goal, 

researchers have proposed various approaches to reduce 

the number of training samples, which can be mainly 

divided into editing and condensing. Editing methods can 

remove those samples that may generate classification 

error or samples surrounded by those samples in other 

categories, such as references [9,10]. The condensing 

methods are established based on the following views: 

samples at the decision boundary are crucial to 

classification accuracy while samples far from decision 

boundary impose little impact on the classification. Under 

the premise of not changing decision boundary, this 

method removes samples far from the boundary and 

obtains a comparatively small training set. For these 

reduction algorithms, commonly used methods include 

condensed nearest neighbour number rule (CNN) 

algorithm proposed by reference [11] in 1968. This 

algorithm can effectively reduce the size of training set, 

but often retain some samples far from classification 

boundary. In reference [12], a condensing method based 

on Voronoi diagram was proposed. The condensing set 

obtained from this algorithm not only accurately classifies 

training samples but also generates a classification 

boundary for all training samples. However, since the 

Voronoi diagram is introduced, the complexity of this 

algorithm is considerable. Reference [13] proposed a 

Decremental Reduction Optimization Procedure 1 

(DROP1), and a series of improved algorithms on this 

basis, including DROP2 and DROP5. Subsequently, 

reference [14] presented the Improved KNN (IKNN). 

Through repeated iteration, this algorithm reduces most 

samples in the training set that cannot match the sample to 

be tested. This algorithm especially applies to the 

circumstance of high sample feature dimension. In 

addition, reference [15] proposed a Template Reduction 

for KNN (TRKNN), which defines a nearest neighbour 

chain table. Based on the table, the training set can be 

divided into the condensing set (generally comprised of 

samples near classification boundary, i.e. the new training 

set) and reduced set (generally the internal samples). In 

addition to the above algorithms, references [16, 17] 

presented a condensing algorithm based on other 

principles. Reference [18] presented a mixed model 

algorithm that combines editing and condensing. Based on 

KNN, our research proposed a K nearest neighbour 

algorithm based on Apriori algorithm. 

 

3 Question classification background 
 

3.1 QUESTION CLASSIFICATION AND PROCESS 

 

Question classification is an instructional learning process. 

It identifies the relation model between question features 

and question category based on a classified training 

question set. Next, the relation model from the 

instructional process can determine the category of new 

question. Let us set a group of conceptual question C and 

a group of training question Q. Conceptual questions and 

questions in the question base may satisfy the hierarchical 

relation h of a concept. There is also a target concept T: 

:T Q C . (1) 

T maps a question case to a category. For question q in 

Q, T(q) is known. By instructing the study of the training 

question set, we can find a model H similar to T: 

   arg maxj i ig x k . (2) 

For a new question qn, H(qn) indicates the 

classification results of qn. The establishment of a 

classification system or the objective of classification 

study is to identify a H most similar to T. In other words, 

when an evaluation function f is given, the goal of study 

should enable T and H to meet: 

     1
min

D

i ii
f T d H d


 . (3) 

Generally, question classification needs to settle 5 

problems:  

1) To acquire the training question set: whether the 

training question set is properly selected imposes 

remarkable impact on question classifier. The training 

question set should be able to represent question in each 

category to be processed by the classification system. In 
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general, the training question set should be widely 

recognized corpus through manual sorting.  

2) To establish question representation model: to select 

language elements (or question features) and mathematical 

forms to organize these language elements to represent 

questions. This is a key technical issue in question 

classification. At present, most question classification 

methods and systems adopted characteristics or phrases to 

represent language elements of question semantics. 

Representation models mainly include Boolean model and 

vector space model.  

3) To choose question features: language is an open 

system so that the digitalized question as language should 

be open. Its size, structure, language elements and the 

information contained in the question are open, and 

characteristics of the question are not limited. The question 

classification system should select as few question features 

as possible accurately and closely related to the question 

theme for question classification.  

4) To select the classification method: the selection of 

methods to establish the mapping relation from question 

features to question category is a core issue of question 

classification. Commonly used methods include Native 

Bayes, KNN, class-centre vector, regression model, and 

Support Vector Machine and so on. In fact, KNN method 

and Support Vector Machine method are often used, which 

present efficient classification effects and remarkable 

stability. 

5) Performance evaluation model: ways to evaluate 

classification methods and system performance. The 

performance evaluation model that truly reflects the 

internal characteristics of question classification can be 

used as the target function to improve the target function 

of classification system. In the question classification, the 

selection of valuation parameters is subject to the specific 

classification question. Single-label classification question 

(one test question only belongs to one category) and multi-

label classification question (one test question can belong 

to several categories) adopt different evaluation 

parameters. Currently, commonly used classification 

performance evaluation indicators include recall ratio and 

precision ratio, which originate from two terms in 

information retrieval. 

 
FIGURE 1 Question classification process 

As shown in the Figure 1, feature selection, 

classification training and testing constitute a loop. 

According to the test results, parameters of feature 

selection and classification training are adjusted so that the 

classifier can reach the optimal classification effects. 

 

3.2 INTRODUCTION OF TRADITIONAL OF KNN 

 

KNN is a question classification method based on vector 

space model. Assume x is a question, and its vector model 

is  1 2, ,..., nx x x x . Each dimension of question vector x 

corresponds to each word of question representation, also 

known as attribute.  1 2, ,...,i i i

i niC x x x  is a question 

category with class identifier containing question 

1 2, ,...,i i i

nix x x . The number of questions is ni. Let there be 

m question training classification questions 
1 2, ,..., mC C C , 

the classification process of KNN is as follows: for a given 

test question x, in the training question set of all categories 

1 2, ,..., mC C C , the similarity between two questions can be 

used to find  1k k   nearest training questions. The 

number of questions of Category Ci was ( 1,2,..., )ik i m  

and: 

1

m

i

i

k k


 . (4) 

The discrimination function of two commonly used 

question classification is as follows: 

Discrimination function 1: (Let  i ig x k , 

1,2,...,i m  and jX C ) is decided according to 

Equation (5): 

   arg maxj i ig x k . (5) 

In other words, the determination of category of test 

question adopted the relative majority vote method. In 

other words, among the category of K nearest neighbour 

question, the category containing the most questions is 

taken as the category of ultimate test questions.  

Reference [19] presented the weighted KNN decision 

rule as: 

     
 

, , ,
j

i j j i

d KNN d

score d C sim d d d C


  , (6) 

where  , jsim d d  is the similarity between d and jd  (the 

samples to be tested), KNN(d) is the k nearest neighbour 

set of question d and  ,j id C  is used to indicate whether 

question dj belongs to Ci: 

 
1,

,
0,

j i

j i

j i

d C
d C

d C



 



. (7) 

Methods to calculate the question similarity include 

Euclidean distance, vector inner product and included 

angle cosine. The included angle cosine is often used to 

calculate the similarity between questions. The equation is 

as follows: 

training question 

Database

question 

represent

ation

feature 

extracton

classific
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feature extraction 

method

classification 
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 
1 21

1 2

1 21

,

n

i ii

n

i ii

W W
sim d d

W W









 (8) 

where 
1iW  and 

2iW  represented the weight of the i-th 

feature word in question vector of question d1 and d2. The 

greater the cosine is, the more similar the two questions 

become, and the more likely the question represented by 

two vectors may belong to the same category, and vice 

versa.  

The question d to be tested belongs to the category with 

the highest  , iscore d C . X is used to replace d and 1

iX  is 

used to replace the first question of 
iC category in k nearest 

neighbours. The actual value of ( , )j id C  was substituted 

into it. And the following decision function was obtained:  

Discrimination function 2: let 

   
1

, , 1,2,...,
ik

i

i l

l

f X sim X X i m


  , (9) 

jX C  was determined by Equation (10): 

    arg maxj i ig x g X . (10) 

 

4 Improved KNN question classification algorithm 

 

In the implementation process of traditional KNN 

algorithm, the distance between tested question and each 

training question must be calculated. Besides, the nearest 

neighbour number k cannot be determined. This influences 

the promotion of KNN algorithm classification. This paper 

proposed an improved KNN-based question classification 

method using the correlation analysis. 

 

4.1 CONCEPTUAL FRAMEWORK OF 

ASSOCIATION RULES 

 

Let item set  1 2, ,..., mI i i i  be the set of m different 

symbols. Each symbol was called an item. D is a set 

comprised by several transactions T. T is the subset of 

transaction set I. Each item has the unique identifier TID. 

If X is a sub-set of T, T contains item set X.  
Definition 1, item set: set of items; the set including k 

items is known as k-item set.  

Definition 2, supportive number of item set: the 

number of items in D is regarded as the supportive number 

of item set X, which can be expressed as: 

 support_num( ) | ,X T T D X T   . 

Definition 3, item set support degree indicates the 

probability of item set occurred in D.  

Definition 4, frequent item set: the item set with the 

minimum support threshold larger or equivalent to that 

designated by users. 

 

4.2 BASIC IDEA OF THE ALGORITHE  

 

Let there be two categories, P and Q, and 4 feature words, 

p1, p2, q1 and q2. 4 feature words can produce 15 kinds of 

non-empty sets {p1}, {p2}, {q1}, {q2}, {p1, p2}… {p1, 

p2, q1, q2}. Apriori algorithm was used to record question 

objective that contains the characteristic set under different 

circumstances. For example, there are 6 objectives that 

contain the feature word p1, and 2 objectives that contain 

the feature word p1, p2 and q1. In this way, the frequent 

item set of feature word was established. When classifying 

the classification question (p1, p2, q1), we can directly find 

the question corresponding to the frequent item set of 

feature word {p1, p2, q1}. As an initial nearest neighbour 

of classification question, the nearest neighbour number K 

of the questions to be categorized could be determined 

ultimately according to the number of initial nearest 

neighbours. Next, the similarity of questions can be 

calculated. According to the categories of the first K 

nearest neighbours, the category of questions to be 

classified can be determined. For example, the square 

category in the Figure 2 made for 2/3. Thus, circular 

objectives were determined as the square category. 

p1,p2

q1,q2

p1,p2

q1
p1,p2

q1

p1,p2

q1

p1

p2

p1,p2

q1

q1,q2

p1,q1,q2

 

FIGURE 2 Diagram of improved KNN question classification algorithm 

It can be seen that the improved classification 

algorithm could efficient reduce the time complexity of 

algorithm. However, at the earlier stage, a mapping 

relation between feature word frequent item set and 

associated training question objective set can be 

established, which requires certain time-space 

consumption.  

 

4.3 QUESTION SIMILARITY CALCULATION 

METHOD 

 

Methods to calculate the question similarity generally 

include the Euclidean distance, vector inner product and 

included angle cosine. In order to enhance the accuracy of 

question similarity calculation, this research applied 

HowNet to adopt semantics-based question similarity 

calculation method.  

HowNet is a repository with the description objective 

of concepts represented by Chinese and English terms, 

which can reveal the relationship between concepts as well 

as between the basic attributes of concepts. HowNet 
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describes the Chinese terms based on the conceptual 

framework of “sememe”. Sememe can be regarded as the 

smallest and fundamental Chinese semantic unit that is not 

easy to divide. Since Chinese words express different 

meanings in different contexts, Hownet comprehends 

Chinese words as a set of several sememes. Each entry of 

the semantic dictionary of HowNet is comprised of a 

sememe of a word and its description. In other words, one 

entry corresponds to one sememe of a word. Meanwhile, 

each sememe is described by several sememe. HowNet 

provides a classification tree of sememe, and there is a 

hyponymic semantic relation between parent-node and 

child-node. Thus, the classification tree of sememe can be 

used to calculate the semantic similarity between two 

words. 

 

4.3.1 Calculation of sememe similarity 

 

1 2

1 2

1 2

2 ( , )
( , )

( ) ( )

Spd p p
sim p p

Depth Depthp p





, (11) 

where 
1

p  and 
2

p  represent two sememe sources, and 

1 2
( , )Spd p p  shows the coincidence degree of 

1
p  and

2
p . 

 Depth p  is the depth of a sememe in the sememe tree. 

 

4.3.2 Similarity calculation of notional words 

 

In HowNet, the concept of content words (sememes) 

can be divided into 4 parts:  

1) primary fundamental sememe description: the first 

sememe in DEF item;  

2) description of other fundamental sememe: all the other 

independent sememe or specific words in DEF item;  

3) description of relational sememe: in DEF item, 

“relational sememe =fundamental sememe ” or “relational 

sememe = (specific words) ” or “ (relational sememe 

=specific words)” to describe the notional part;  

4) description of symbol sememe: in DEF item, “relational 

symbol fundamental sememe ” or “relational symbol 

(specific words)” to describe the notional part. 

Thus, the similarity corresponding to 4 parts of the 2 

notions is respectively marked as  1 1 2,sim C C , 

 2 1 2,sim C C ,  3 1 2,sim C C  and  4 1 2,sim C C . In this 

way, the entire similarity of notional words is: 

4

1 2 1 1 2 1 21 1
2

sim( , ) ( , ) ( , )ii
i

C C sim C C sim C C  


   , (12) 

where 
i  satisfies: 

1 2 3 4 1 2 3 4
1, 0               .  

 

 

 

4.3.3 Similarity calculation of Chinese words 

 

For two Chinese words 
1W  and 

2W , if 
1W  has n sememe 

items: 
11 12 1, ,..., nc c c  and 

2W  has m sememe items 

21 22 2, ,..., mc c c . Let the similarity between 
1W  and 

2W  be 

the maximum similarity of each sememe items. Then we 

have: 

1 21 2
1 ,1

( , ) max ( , )i j
i n j m

sim W W sim C C
   

 . (13) 

 

4.3.4 Similarity calculation of Chinese sentences 

 

For two sentences 
1S  and 

2S , 
1S has n words: 

11 12 1, ,..., nw w w . 
2S  has m words: 

21 22 2, ,..., mw w w . The 

calculation method of sentence similarity is: based on the 

word set of two sentences, one word is selected from one 

set to calculate the similarity with each word in another set. 

The word pairs of the maximum similarity are selected. 

The loop is not stopped until the first set word is empty. 

Next, the similarity of selected word pairs is added and 

then divides the word number contained in the first set. 

Finally, the calculation results based on two sets are 

averaged to obtain the similarity of two sentences. The 

calculation equation is as follows:  

1 1 1 1
1 11 1

1 2

max ( , ) max ( , )
( , ) 2

n m

u u u u
v m u nu v

sim simw w w w
sim S S

n m

    

 
  .(13) 

 

4.4 REALIZATION OF ALGORITHM 

 

Our research proposed a KNN question classification 

method based on Apriori algorithm. With correlation 

analysis, the nearest neighbour was selected, which 

avoided defects of traditional KNN. Compared with 

traditional methods, our method effectively improved time 

complexity and K selection. The improvement methods are 

mainly divided into two stages: 

1) based on correlation analysis, the frequent feature word 

set and the associated training question were extracted; 

2) based on findings of correlation analysis, the initial 

nearest neighbour of questions to be classified was 

determined, as well as the final nearest neighbour number 

K. Next, KNN was used for question classification.  

1) Extraction of frequent feature word set and 

associated training question based on correlation analysis  

a) Let the total number of question category be m, and 

the category is 
1 2, ,..., mC C C . The number of training 

samples of each category is noted as 1 2, ,..., mN N N ; 

questions in the training set are processed in advance. With 

χ2 statistical approach, a certain amount of questions of 

different categories in the training set are selected, and 

noted as the feature word of Nf (for example, 10 

characteristics are selected from each category);  
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b) Scan all training questions and express each 

question as fm N  -dimensional question vector 

comprised by feature word of all categories. TF-IDF is 

used to calculate the characteristic weight;  

c) Extract the frequent feature set and the associated 

questions from each category; this step only considers the 

characteristics of the category of each training question, 

and the rest will be omitted for now; each category is 

processed respectively, including the following procedures:  

i) each question of this category is seen as a single 

transaction, and the included characteristics of this 

category are seen as the data item of transaction. Item set 

is also a feature word set of this category. The minimum 

supportive degree is set and Apriori algorithm is used to 

enable the question category to meet all item sets of 

minimum supportive degree threshold, that is, the frequent 

item set of this question category is produced;  

ii) for each frequent item set, the associated training 

question is preserved, and the training question that 

contains all features of a frequent item set is the associated 

training question of this frequent item set; 

2) With the findings of correlation analysis, the initial 

nearest neighbour of the question to be classified is 

determined as well as the ultimate nearest neighbour 

number K. The question classification is conducted based 

on the category of nearest neighbour.  

a) For a question to be classified, the pre-treatment is 

conducted. Next, the extracted feature word of each 

category can be used to represent this question and to 

obtain fm N -dimensional question vector. TF-IDF is 

also applied to calculate the characteristic weight;  

b) The feature word weight of each category in 

question vector of a question to be classified is respectively 

summed up and arranged in a declining order. Categories 

in the top 3 are selected and noted as , ,x y zC C C  and the 

characteristics;  

c) Feature words belonging to the top 3 categories as 

obtained from ii are selected. The maximum frequent item 

set is found in the corresponding category to acquire the 

associated training question. These training questions are 

used as the initial nearest neighbours for a question to be 

classified. Let the associated training question set be Sx, Sy 

and Sz respectively. The number of questions is Nx, Ny and 

Nz. Let  min 2.5 ,x x y zk N N N N    ; 

d) The cosine similarity between the question to be 

classified and each initial nearest neighbour question is 

calculated;  

e) The similarity is arranged in a declining order, and 

the first k training questions are selected. The file number 

of 3 categories is noted and the similarity is accumulated 

according to different categories. Thus, the average 

similarity between the question to be classified and the 

nearest neighbour question of each category. The category 

with the maximum mean is determined as the category of 

the question. 

 

5 Experiment 

 

5.1 DATE SET 

 

For Chinese question classification, there is no uniform 

standard question test set and training set so far. In our 

research, the proposed question set is a set of sentences of 

demarcated question type by a certain question 

classification system. Since the addition of QA test tasks 

in TREC-8, TREC conference provides masses of English 

question sets for QA evaluation in an annual fashion. Thus, 

the free question set of TREC2013 was used in our 

experiment, which was adopted into a part of the Chinese 

question set by translating some questions and 

transforming some questions. In addition, some questions 

were extracted from the previously developed recruitment 

question and answer system of Shandong Economic 

University. Besides, some questions were collected from 

the Internet. Both formed the Chinese question set in the 

context, and a total of 1500 questions were included.  

 

5.2 RESULT ANALYSIS 

 

Evaluation of a classifier is a key research topic in question 

classification. For different goals, researchers have 

proposed many evaluation approaches for question 

classification such as: recall ratio, precision ratio, F1 test 

value, and macro-averaging, micro-averaging and so on. 

In our research, the classic information retrieval evaluation 

criteria of recall ratio, precision ratio and F test value are 

used for our evaluation: recall ratio indicates the ratio 

between accurately identified sample size by the classifier 

and the sample size belonging to this category.  The 

accuracy rate indicates the proportion of samples really 

belonging to this category among samples classified in this 

category by the classifier. The mathematical equation is:  

A
R

A C



, (14) 

A
P

A B



. (15) 

A represents the number of questions that belong to the 

category in the manual sorting criteria and are actually 

classified by the classifier in this category. B represents the 

number of questions that do not belong to the category in 

the manual sorting criteria but are actually classified by the 

classifier in this category. C represents the number of 

questions that belong to the category but are distributed in 

other categories; D represents the number of questions that 

do not belong to the category and are not classified in the 

category, as shown in Table 1: 

 

 

 

 

 



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(9) 371-379 Chen Caixian, Han Huijian, Liu Zheng 

377 
Operation Research and Decision Making 

 

TABLE 1 Meaning of ABCD 

 
Number of questions 

truly belong to this 

category 

Number of questions 

truly not belong to 

this category 

Number of 

questions belong to 

this category 

A B 

Number of 

questions not belong 

to this category 

C D 

For a certain category, recall ratio and precision ratio 

reflect two aspects of the classification quality. Recall ratio 

and precision ratio are mutually influenced. Under normal 

circumstances, precision ratio will decrease with the rise 

of recall ratio, and it is hard to ensure that both are high. 

Thus, in order to comprehensively reflect the performance 

of classification system, recall ratio and precision ratio 

should be comprehensively considered. The integration of 

the two indicators will produce a new indicator of 

evaluation - F1 test value. The mathematical equation is as 

follow:  

2
1(P,R)

P R
F

P R

 



. (16) 

In order to avoid the influence of a small size of sample 

on the test results, the cities, dates, specific Figures 3-5, 

the total number of money, the definitions are selected 

because they contain 381 questions for the test. The results 

are shown in Table 2. 

 
TABLE 2 Comparison of experimental results 

Classification Method 

 

Question type 

Conventional KNN Improved KNN 

precision ratio recall ratio F1 test value precision ratio recall ratio F1 test value 

Date 87.4 82.8 85.0 93.8 86.4 89.9 

City 84.8 84.9 84.8 83.6 89.5 86.4 

Specific Figure 87.1 84.1 85.6 90.9 87.3 89.1 
Sum 55.6 90.3 69.3 66.2 93.2 77.4 

Money Amount 78.2 52.3 62.7 89.4 71.6 79.5 

Definition 83.7 85.3 84.5 89.5 92.1 90.8 

 
FIGURE 3 Recall ratio contrast 

 
FIGURE 4 Precision ratio contrast 
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FIGURE 5 F1 test value contrast 

It can be observed from the experimental results of 

traditional KNN algorithm that the recall ratio of money 

amount is comparatively low, and the precision ratio of the 

total number is low. It should be noted that the training 

question number of the category of total number is larger 

than other categories, and the money amount features share 

similarity with that of the total number. These led to the 

mis-categorization of money amount questions in the 

category of the total number. Meanwhile, the improved 

KNN algorithm conducted correlation analysis for 

question vectors in each category and applied the average 

similarity between the question to be classified and nearest 

neighbour samples of each category in category 

determination. This improved algorithm effectively 

reduced the mis-categorization of text category.  

The above experiments presented that feature word 

from correlation analysis and related information between 

training questions can be feasibly used to select the nearest 

neighbour of nearest question. Compared with the 

traditional KNN method, the calculation load of selecting 

nearest neighbour can be substantially reduced to about 1/3 

of time complexity of traditional methods; meanwhile, 

nearest neighbours in training samples of different 

categories can be found via the frequent feature word set. 

The nearest neighbour number in different categories is of 

great reference values for determining the nearest 

neighbour number k of test question. The experimental 

results presented that the proposed nearest neighbour 

selection approach effectively reduced the involvement of 

training questions with limited similarity in the category 

judgment of test question. Meanwhile, as frequent item set 

was produced by Apriori algorithm and the minimum 

supportive degree was set, the proposed method is not very 

sensitive to the local features of samples so that it can 

improve the accuracy of the classification to some degree. 

 

6 Conclusions 

 

Our research proposed an improved KNN question 

classification method based on Apriori algorithm, which 

modified the determination method of nearest neighbour 

number k and reduced the time complexity of classification. 

The experiment demonstrated that compared with 

traditional methods, time complexity of the improved 

KNN question classification method was relatively smaller 

and the classification accuracy was high. Of course, this 

method presents certain disadvantages: firstly, correlation 

analysis using Apriori algorithm of various categories of 

questions causes remarkable consumption temporally and 

spatially. Secondly,  

For a test question, the retrieval of frequent item set 

that meets the minimum supportive degree cannot 

accurately find all the neighbour question vectors. In the 

experiment, about 80% nearest neighbours of test question 

can be found. In addition, if the characteristic of a category 

is not remarkably obvious, this will result in the failure of 

or greatly limited extraction of associated information that 

abides by the minimum supportive degree. The solution of 

the question needs further improvement of Apriori 

algorithm to extract the associated information, thus 

improving the recall ratio of test question nearest 

neighbour.  
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