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Abstract 

Robot localization is a challenging problem in indoor environment since no GPS information is available. In this paper, an algorithm 

was proposed for accurate localization, which designed a delicate way to extract the feature points at first, then the position of the  robot 

was determined using the relation of the features in different images, finally, the Kalman filer was designed to decrease the error caused 
by robot’s moving. Experiments showed the accuracy and robustness of this algorithm. 
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1 Introduction  

 

Self-localization of Mobile robots is one of the most 

important tasks in the various applications. GPS is a 

commonly used technique in outer environments. 

However, GPS cannot be used in some special conditions 

such as indoor environments [1-4]. What’s more, GPS 

cannot achieve the high accuracy required in some 

applications of mobile robots. Vision sensors based on 

cameras have long been used to implement the localization 

of mobile robots, which is a promising technique that 

improves the capability of a mobile robot to estimate its 

position and the speed of motion. Extensive researches 

have been done to make use of vision sensors in practice, 

monocular image sequences or stereo image sequences are 

used in several algorithms [5-9]; however, because of the 

inaccurate feature matching, there are still many 

difficulties to estimate the robots position effectively. The 

aim of this paper is to design a good method to achieve the 

task of localization in indoor environments. 

The paper is organized as follows. In section 2, we 

designed a delicate way to detect the position of the 

distinguished feature points. Then the outlier rejection is 

discussed, section 3 discussed the way we used to estimate 

the position of robots, section 4, to decrease the error 

further in the time that robots move, Kalman filter is 

designed. In Section 4, the algorithm is verified in various 

experiments. Finally, the conclusions are given in section 

5. 

 

2 Feature extractions and outlier rejection 

 

The primary idea in vision sensors is to select the 

distinguished features to describe the environments. How 

to gain the accurate point features are the most important 

problem in robot localization [10-12]. In our proposed 
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algorithm, considering the real environment characters, we 

designed a hierarchical framework to obtain the accurate 

feature points. The framework mainly contains two parts, 

which are the global search and local search. In global 

search, we extract feature points as many as possible, while 

in local search, we only choose the feature points that have 

a good effect in pose estimation. 

 
FIGURE 1 The flow graph of the feature extraction 
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Figure 1 shows the detailed process, which can be 

described as follow: 

1) When the robot is the first time to run, the edge 

points is to be extracted in the global scope. 

2) The parameter of the lines is obtained by using 

Hough Transform. 

3) The optimization is implemented by using least 

square. 

4) The cross of the lines is chosen as the feature points. 

Considering the speed of the calculation and the 

changes in the continuous images are little, so we firstly 

extract the lines in the neighboring area of the last image. 

When the robot is not the first time to run, and the 

Hough transform plus the least square are implemented 

similarly. If it had a great change in environments, which 

contributes to the results that the local search loses 

effectiveness, the robot turns to the global search. 

Integrating the two policies to extract the point 

features, our algorithm can get the distinguished points to 

pose estimation and acceptable speed. Figure 2 shows the 

points that robot has obtained from ceiling. 

 
FIGURE 2 the feature points detected 

For the accuracy of the point features, the method 

designs two steps for outlier’s rejection. Firstly, an initial 

estimation of the homography matrix H is achieved by the 

RANSAC algorithm, secondly, the unmatched point 

features are picked out according to the homography 

matrix H. the process is described as follows in calculating 

the homography matrix based on the correspondent 

features: it is assumed that the correspondent features are

( , ) ( 1,...,5)
i i i

P x y i  , and then we can compute H  as 

follows. 
i

P  and 
i

V  satisfy: 
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Eliminating k from equation (1), we can get two equations. 

Combining these two equations, we get: 

9
mKM U , (2) 

where K , M and U are defined as follows ( 1,...,5)i  : 
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...
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K , (3) 

1( )T TM K K K U . (4) 

The process can be concluded as follows: 

1) Capturing the current frame and rectifying it to 

remove the distortion. 

2) Finding out the correspondent features between the 

current frame and the last frame, then computing the 

homography matrix H to reject outliers. 

3) Capturing the next frame and repeat this process. 

 

3 Pose estimation 

 

3.1 POSE ESTIMATION 

 

Assuming that the coordinate of point P is [xw,yw,zw,1]T in 

the world coordinate system, then the Equation (5) is 

satisfied, the Equation (5) is called external parameter 

model of camera. 
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. (5) 

As the Figure 3 shows, on the time i when the robot is 

moving, the reference coordinate system Ori is set up in the 

cross point between the ceiling and the optic axes, And the 

axis direction of the reference coordinate system is the 

same as the world coordinate system, Similarly, the 

reference coordinate system Ori+1 is set up too. 

When the camera moves from point Oci to Oci+1, the 

process can be decomposed into two parts: the one is the 

rotation of the robot around axis Zci and the other one is 

the translation from point Oci to point Oci+1. Then the 

relative position will be calculated if the position of the 

feature point Pj in the reference coordinate system is 

obtained between time i and time i+1. 
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FIGURE 3 The coordinate system in different time 

The transform of the reference coordinate can be 

described as equation 6 in the time i. 
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. (6) 

The distance between the camera axis and the feature 

points is required in the localization. If the camera plane is 

parallel to the ceiling, it would be a constant. Considering 

the camera axis Oc is the same both in the reference 

coordinate system and in the world coordinate system, this 

can be calculated based on the Equations (5) and (6). 

1 1 1
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.(7) 

In the above equations, (ixrj, iyrj) represents the Pj 

coordinate and (ix1cj, iy1cj) represents the normalized 

coordinate of the image focus.  

Then, the coordinate of feature Pj can be calculated in 

the reference coordinate system of different time. 

Because in time i and time i+1, the transform matrix 

between the references coordinate system and the camera 

ordinate system can be represented as Equation (8): 
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The localization of the robots can be calculated by 

iteration based on the equation (9): 
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3.2 ERROR ANALYSIS AND FILTERING 

 

To analyze the error, we set up the moving model of the 

mobile robot at first, and then the Kalman filter is designed 

to decrease the error. The robot used in this paper is a 

wheel robot, its model is shown in Figure 4, assuming that 

SL represents the distance of the left wheel moves and SR 

is that of right wheel. The rotation angle of the wheel axis 

is  ,   is the intersection angle, then the relation 

between the current pose and the last pose can be referred, 

assuming that ( , , )i i i iX x y   is the current pose and 

1 1 1 1( , , )i i i iX x y    
 is the last pose. 

 
FIGURE 4 The moving model of robot wheels 

Then the relation between the rotation angle and the 

distance the robot moves is: 

( ) /L RS S L   . (10) 

The arc length, which is the distance the robot centre 

has moved, can be represented as follows: 

( ) / 2L RS S S  . (11) 

And D can be referred as: 

/ 2 / sin( / 2)D S      . (12) 

Considering that SL and SR are very close, it can be 

assumed that: 

0  , (13) 

cos ,

sin .

x S

y S





  

  
 (14) 

Updating the current pose: 

1 ( , , )i iX X x y      . (15) 

Considering the noise, the formula of the pose can be 

changed as: 

1 1 1( , , )i i Li Ri iX F X S S W    , (16) 

where 
1iW 
is assumed as gauss noise and its average value 

and the variance are: 

TE[ ] 0, E[ , ]i i i iW W W Q  . (17) 

Covariance can be modeled as diagonal matrix, the 

diagonal entries are: 
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where Kx and Ky are drift coefficients the robot moves 

along the axis X and axis Y, similarly, 
SK   and K  is the 

drift coefficients of angles. The values of the coefficients 

can represent the error. The more the coefficients, the more 

the errors. 

For the more accurate localization, we choose the 

extended Kalman filter, in EKF framework; the moving 

model can be represented as: 

1 1 1( , , )t t t tx f x u w   . (19) 

And the observation model is: 

( , )t t tz h x v . (20) 

Then, state prediction and observation prediction can be 

determined as: 

1 1( , ,0)t t t
ˆ ˆx f x u

  , (21) 

( ,0).t t
ˆẑ h x   (22) 

Using tailor Equation to linear the models, the updating 

equation in EKF is: 

1 1

1 1

( 0),t t t

T T

t t t t t t t

ˆ ˆx f x ,u ,

P A P A W Q W .
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And the observation model updating equation is: 

1( )

( ( 0)),

( )

T T T

t t t t t t t t t

t t t t t

t t t t

K P H H P H V RV ,

ˆ ˆ ˆx x K z h x ,

P I K H P .

  

 



 

  

 

. (24) 

In the design, we set up the observation model 

according to the character of the vision sensors and 

decrease the error further. 

 

4 Experiments and analysis 

 

Various experiments have been carried out using the 

mobile robot. The camera is precisely calibrated 

beforehand and is mounted on the center of the robot 

fixedly.  

The inner calibration parameter is shown in Table 1 

and Table 2. They represent the focus and the center 

respectively of left camera and right camera.   

TABLE 1 The inner parameter of calibration (mm) 

Inner 

parameter 

kx ky 

result variants result variants 

Left 

camera 
568.27 2.44 566.21 2.76 

Right 

camera 
569.35 3.18 569.58 2.98 

TABLE 2 The center of the camera (mm) 

u0 v0 

result variants result variants 
228.77 2.19 183.25 2.35 

232.12 2.91 177.98 1.98 

The external parameter is shown in Tables 3 and 4, 

which are the parameter of the rotation and the translation 

respectively. And the unit is mm. the values represent the 

relative angle and translation between the two cameras. 

TABLE 3 Translation vector of the external parameter (relative to the 
left camera) 

Translation 

vector 

P(mm) 

result 445.83 6.54 8.25 

variants 4.23 3.15 2.86 

TABLE 4 Rotation vector of the external parameter (relative to the left 
camera) 

Rotation matrix 

R 

results 

0.0127; 0.9875; -0.0643 

0.9876; -0.0354; -0.1768 

-0.1920; -0.0675; -0.9326 

variance 

0.05342 

0.03425 

0.00978 

 
FIGURE 5 The error comparison of axis X 

 
FIGURE 6 The error comparison of axis Y 

The comparison is implemented between the method 

we proposed and the famous Lee method [13], because the 

accurate feature extraction, the error of our method is 

about 100mm or so, while the Lee algorithm is about 

200mm, the error is decreased further through the Kalman 
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filter, which is about 50mm after filter. Figure 5 gives the 

error of axis X and Figure 6 gives that of axis Y. The figure 

shows that the effect of robot localization has been greatly 

improved. 

 

5 Conclusions and future work 

 

In the various applications, Vision sensor is one of the 

most important sensors because it can provide larger 

amount of information comparing with other traditional 

sensors.  In this paper, an effective method is proposed for 

accurate robot localization. The experiments show its 

accurateness. Vision sensor has its shortcoming that the 

features in image would be affected when the environment 

has great changes. Future work will consider more about 

the robustness of the Vision sensors, the combination of 

the traditional sensor and the Vision sensors maybe a 

possible way to resolve this problem. 
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