A hand gesture interaction system based on Kinect
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Abstract

We introduce a hand gesture interaction system using Kinect, which takes advantage of real-time dynamic motion capture, image recognition and so on, so that people can interact with computer by natural hand gestures. Five kinds of gesture are defined and can be recognized by the system. Kinect-based hand movements and gesture recognition algorithm is studied. A method for hand area image segmentation from the depth map is proposed, using the information of hand joints in skeleton map. We realized a hand gesture recognition algorithm with SVM and tested its stability and robustness. Finally, experimental results verified the feasibility of the algorithm, and a hand gesture interactive demonstration is implemented.
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1 Introduction

With the development of computer vision technology, interactive computer-based vision systems have gradually developed. The traditional interaction methods such as mouse and keyboard have been unable to play a facilitating role, in some specific areas. The interaction method based on computer vision will be a very good way. The hand gesture recognition based on computer vision is a hot spot of human-computer interaction research [1]. The hand gesture interaction is rich in expression and contains a lot of information, for example we can get lots of information through different gestures, different locations, and different directions. It is a much natural interaction method.

The Kinect sensor is a horizontal bar connected to a small base with a motorized pivot, and is designed to be positional lengthwise above or below the video display. The device features an RGB camera, depth sensor and multi-array microphone running proprietary software, which provide full-body 3D motion capture, image recognition and voice recognition capabilities [2]. It was developed at Microsoft Research Cambridge in collaboration with Xbox. Kinect gives completely hands-free control of electronic devices possible by using an infrared projector and camera and a special microchip to track the movement of objects and individuals in three dimensions.

In this paper, we propose a hand gesture interaction system based on Kinect. We define some hand gestures that can be used to interact with the system. Then we study the hand movement recognition algorithm, and set up a method of hand area image segmentation from the depth map background by using the information of hand joints in skeleton map. Also, we realize a hand gesture recognition algorithm with SVM. Finally some experimental results verify the validity of this algorithm.

2 Hand gesture definition

The basic idea of Kinect is to segment a single depth image into a dense probabilistic body part, labelling as a per-pixel classification task and then estimate this signal to give high-quality proposals for the 3D locations of body joints. And Kinect’s depth sensor consists of an infrared laser projector combined with a monochrome CMOS sensor, which captures video data in 3D under any ambient light conditions. The sensing range of the depth sensor is adjustable, and the Kinect software is capable of automatically calibrating the sensor based on the player’s physical environment, accommodating for the presence of furniture or other obstacles [3]. In order to recognize hand gestures and interact with the system, we define 5 gestures, show in Table 1.

TABLE 1 Hand gesture definition

<table>
<thead>
<tr>
<th>Gesture</th>
<th>Meaning</th>
<th>Gesture</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keeping single finger straight for 1 second</td>
<td>Left click</td>
<td>Spreading out the fingers and keeping moving at the same time</td>
<td>Mouse move</td>
</tr>
<tr>
<td>Keeping fist for 1 second</td>
<td>Right click</td>
<td>Spreading out the arms to the two sides</td>
<td>Zoom in</td>
</tr>
<tr>
<td>Holding the fingers straight and closing them</td>
<td>Click down</td>
<td>Making hands close to the chest</td>
<td>Zoom out</td>
</tr>
<tr>
<td>Spreading out the fingers on one hand for 1 second</td>
<td>Click release</td>
<td>Waving the right hand to right quickly</td>
<td>Forward</td>
</tr>
<tr>
<td>Putting hands over the head</td>
<td>Full screen</td>
<td>Waving the right hand to left quickly</td>
<td>Backspace</td>
</tr>
</tbody>
</table>
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3 Hand gesture recognition

In this section we will introduce two algorithms: hand movements tracking algorithm and hand gesture recognition algorithm with the depth map, let’s discuss them in detail.

The hand movements refer to the gestures of waving our hands to right or left, up and down. We use these gestures to control the system such as zoom in, zoom out, full screen, forward, backspace and so on.

The hand gesture means the finger postures, such as making a fist, spreading out fingers and so on [4,8]. Kinect can’t recognize the shape of fingers and palm at present, so we propose a hand gesture recognition method using SVM. The process is shown in Figure 1.

![Hand gesture recognition process](image)

3.1 HAND MOVEMENTS TRACKING

3.1.1 Joints data pre-processing based on the continuous space-time tracking

Kinect can get three kinds of images, they are color map, depth map and skeleton map. The skeleton map is consisted of twenty joints including our hand joints. The camera’s coordinates are (0,0,0), the right direction is the positive direction of the x axis, the upward direction is the positive direction of the y axis and the positive direction of the z axis is facing to the operator. So every frame Kinect captures all the joints’ three-dimensional coordinates.

Based on continuous space-time tracking of hand movements’ characteristic [5], the movement tracking method can be separated into two parts. The first part is called preprocessing, as Kinect is capable of simultaneously tracking up to six people, but in fact the system can be operated just by one person. So the problem is whose hand gesture should be recognized when there are many people stand before Kinect. We use the bubble sorting algorithm for the head’s coordinate on the z axis (if the people is not exist, we will set a maximum value for the coordinate). Kinect will consider the person who has the minimum coordinate as the operator and recognize his gesture.

The second part is called hand movement tracking. We set a sliding window and store 20 frames continuous skeleton image, then the three-dimensional coordinate data extraction and analysis. The sliding window slides backwards and inserts the next frame, the first frame will be deleted. Let’s discuss the tracking method in next chapter.

3.1.2 Hand movements’ characteristic definition

Hand gesture definition means the gesture’s specific function, such as waving right hand to right means going to the next page, waving right hand to left means going back, waving left hand to left and right hand to right at the same time means zoom in, etc. If the left hand thrusts forward and then moving right hand, it means we have clicked the mouse and controlling the movement of the mouse now. These are defined as follows:

1. The definition of click. We get a series of values on the z axis, such as \( z_1, z_2, \ldots, z_n \), in a period of time (such as 3 seconds). If \( z_1 > z_2 > \ldots > z_n \) and \( \delta_1 = z_1 - z_0 > \delta_2 \), then the system will consider the left hand has done the click action. The thresholds \( \delta_1 \) and \( \delta_2 \) can be set different values according to different conditions.

2. The definition of forward. We can get a series of right hand’s two-dimensional coordinate values such as \( x_1, x_2, \ldots, x_n \) and \( y_1, y_2, \ldots, y_n \) in a period of time (such as 3 seconds). If \( x_1 < x_2 < x_3 < \ldots < x_n \), \( x_n - x_1 > \delta \) and \( \max(y_i) - \min(y_j) < \varepsilon \), then the system will consider the operator has done the forward gesture. The thresholds \( \delta \) and \( \varepsilon \) can be set different values according to different conditions. \( \max(y_i) \) and \( \max(y_j) \) represent the maximum and minimum value on the y axis when we wave our hands.
3. The definition of zoom in. We can get a series of values such as \( R(x_1), R(x_2), \ldots, R(x_n) \), \( R(y_1), R(y_2), \ldots, R(y_n) \), \( L(x_1), L(x_2), \ldots, L(x_n) \) and \( L(y_1), L(y_2), \ldots, L(y_n) \). If \( L(y_1), L(y_2), \ldots, L(y_n) \), \( R(x_1) < R(x_2) < \ldots < R(x_n) \) and these values satisfy with the formulas as follows:

\[
|R(x_1) - R(x_i)| > \delta,
\]

\[
|\text{max}(R(y_j)) - \text{min}(R(y_j))| < \varepsilon,
\]

\[
|L(x_n) - L(x_i)| > \delta,
\]

\[
|\text{max}(L(y_j)) - \text{min}(L(y_j))| < \varepsilon.
\]

Then the gesture will be considered as zoom in. \( R(x) \) and \( R(y) \) are right hand’s coordinates \((x, y)\). \( L(x) \) and \( L(y) \) are left hand’s coordinates \((x, y)\). We can set different values for \( R(x) \) and \( R(y) \) according to different conditions. \( \text{max}(R(y_j)) \) and \( \text{min}(R(y_j)) \) represent the maximum and minimum value on the y axis when we wave right hand.

3.2 HAND GESTURE RECOGNITION BASED ON DEPTH MAP

3.2.1 Hand area image segmentation assisted by skeleton map

Except the skeleton map, Kinect can also get colour map and depth map. We can recognize the hand gestures with these two kinds of maps. The colour map has the advantage of clearness, but it is susceptible to interference and only contains the information in two dimensions. On the other hand, the depth map’s resolution is lower than colour map, but contains information of 3D. We propose a method of hand segmentation from the depth map background using the information of hand joints in skeleton map.

As Kinect can track our hands’ coordinates with the help of skeleton map, so we can easily get the precise location of our hands in the skeleton map. The hand’s location can be mapped to the depth map with the help of the pixel ratio between the skeleton map and the depth map. As the depth map contains the three-dimensional information, so we can realize the segmentation from the depth map background according to the depth information [6].

For the image segmentation, threshold has a big influence. The definition of depth threshold is:

\[
\psi = \text{min}(z) + \delta,
\]

\( \text{min}(z) \) represents a point’s coordinate on the z-axis which is the nearest point to the camera of our body. \( \delta \) is an experimental value, the range of the value is \( \text{min}(z) \) to \( \psi \).

This is the most precise value of the palm’s location. In our experiment, we set 5cm for \( \delta \). In this case, we get the hand segmentation image as Figure 2.

![Figure 2 Hand area segmentation](image)

3.2.2 Gesture recognition algorithm using SVM

SVM is a classifier, it is firstly proposed by Cortes and Vapnik in 1995. Compared with the traditional method, SVM doesn’t depend on the selection of the model. It shows many special advantages in resolving the small sample, nonlinear pattern recognition [7]. The SVM algorithm references kernel function, and then the algorithm converts the practical problem to a high dimensional feature space through the nonlinear transformation. It creates the linear discriminate function in high dimensional space to realize the nonlinear discriminate function in the original space, its particular characteristics can certify the system has good generalization ability. In addition, SVM solved the dimension problem skillfully. Its algorithm complexity has nothing to do with the dimension of the sample, so the SVM classifier can adapt to the classification problem of different dimensionality. In this section, we use the SVM classifier to recognize the hand gestures according to the limitation of the sample and the accuracy of the recognition.

Firstly, in order to get the contour of the hand, we denoise and smooth the hand image which segmented from the depth map, and remove some isolated points. Then we will calculate some characters of the gesture, such as Circularity:

\[
\text{Circularity} = \frac{L^2}{4\pi AL}.
\]

This characteristic describes the closeness between the gesture and circle, the closer the value to one, the more like the circle. \( L \) represents the perimeter of the contour of the hand. \( A \) represents the area of the contour of the hand. The distribution graph is about the gestures’ circularity. We can find that the circularity of the fist most close to one and the circularity of the palm is the biggest. Because the palm’s opening in varying degrees so the value of \( L \) will be different and then lead to the fluctuant.

Filling Ratio:

\[
\text{Filling Ratio} = \frac{A}{A - R}.
\]
This characteristic describes the area ratio of the hand occupies in the rectangle outside. The bigger of the value, the more gathered of the gesture. \( A - R \) represents the area of the smallest rectangle outside. The distribution graph is about the gestures’ filling proportion. We can find from the graph that the fist’s value is the biggest, and it means the fist has the highest polymerism.

\[ \text{Circularity of gestures} = \frac{A}{R} \]

\[ \text{Filling ratio of gestures} = \frac{A}{R} \]

\[ \text{Perimeter Ratio} = \frac{L}{L - C} \] 

This characteristic describes the ratio between the perimeter of the contour of the hand and the minimum circumference of the circle outside, the bigger of the value, the more opening of the gesture. 

\[ \text{Perimeter Ratio} = \frac{L}{L - C} \] 

\[ L - C \] represents the circumference of the smallest circle outside. The distribution graph shows three gestures’ perimeter ratio. We can find that the palm’s perimeter ratio is much bigger than the other two gestures.

4 Experiment

4.1 HAND MOVEMENTS RECOGNITION EXPERIMENT

Moving the right hand slowly means the movement of mouse, and moving the right hand to right or left quickly means going forward or going back. So it is necessary to set a threshold, if we want to distinguish the forward gesture from the back gesture. Because when we wave our arms, its orbit is an arc, so the co-ordinate on the z axis keeps changing all the time. In order to prevent from confusing with the click behaviour, we should set a threshold on the z axis. The specific value can be changed with different conditions, the method as follows:

As to the click gesture, \( \delta_1 \) is set to 0.2 and \( \delta_2 \) is set to 0.1, it means the left hand’s range of movement should be between 10cm and 20cm in a period of time, then the gesture will be recognized as click.

As to the forward gesture, \( \delta_1 \) is set to 0.3 and \( \delta_2 \) is set to 0.1, it means the right hand’s range of movement should be greater than 30cm and the amplitude should be less than 10cm in a period of time, then the gesture will be recognized as going forward.

The gesture of zoom in has the same thresholds with the forward gesture, as the gesture of zoom in includes the forward gesture, so we introduce the priority in order to distinguish these two kinds of gestures. The gesture of zoom in has a higher priority than the forward gesture and the gesture of zoom out has a higher priority than the back gesture.

We perform 100 click operations and 100 forward operations with different thresholds, the recognition rates are showed in Table 2 and Table 3. When we perform the forward gesture, for the \( \varepsilon \), a higher value is better, in order to have a better understanding of the gesture, \( \varepsilon \) should not get a too large value, 0.1 is a right value.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Recognition rate</th>
<th>Recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_1 = 0, \delta_2 = 0.1 )</td>
<td>0.73</td>
<td>0.91</td>
</tr>
<tr>
<td>( \delta_1 = 0.1, \delta_2 = 0.2 )</td>
<td>0.77</td>
<td>0.53</td>
</tr>
<tr>
<td>( \delta_1 = 0.2, \delta_2 = 0.3 )</td>
<td>0.45</td>
<td>0.68</td>
</tr>
<tr>
<td>( \delta_1 = 0.3, \delta_2 = 0.4 )</td>
<td>0.93</td>
<td>0.76</td>
</tr>
<tr>
<td>( \delta_1 = 0.4, \delta_2 = +\infty )</td>
<td>0.12</td>
<td>0.76</td>
</tr>
</tbody>
</table>
Figure 6a shows the gesture before zoom out, Figure 6b shows the gesture after zoom out and Figure 6c shows the gesture of catching and moving. Figure 6d shows the gesture of displaying some parameters.

5 Conclusions

In this paper, we introduce a hand gesture interaction system based on Kinect. We get the hand gesture image by Kinect, then the system will analyse and recognize both the movement and the gesture. In order to recognize the gesture precisely, we design an algorithm based on SVM. Also, we map gestures to mouse events to interaction with the computer. From the experimental results, we notice that the algorithm has well reliability and strong robustness.

On the other hand, this gesture interaction system has some work to go on, such as we need more gesture definitions and improve the system’s sensitivity. These will be considered as future work.
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