Self-adaptive wavelet threshold denoising based on multi-resolution analysis
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Abstract

Various noises are usually mixed in the collection, processing or transmission of digital image, which reduces the image quality and which is bad for the subsequent image analysis; therefore, the image denoising processing is an essential link to conduct subsequent image analysis. With continuous development and improvements of wavelet theory, its excellent time-frequency characteristics have led to its extensive applications in image denoising. By analyzing the basic principle of wavelet threshold denoising, this paper has proposed a denoising algorithm of self-adaptive wavelet. This algorithm decomposes and reconstructs the signal by using multi-resolution analysis; designs and constructs appropriate threshold function and realizes a new self-adaptive threshold denoising algorithm by optimizing the threshold with the threshold function. The experimental result demonstrates that compared with median filtering algorithm and mean filtering algorithm, the algorithm of this paper can improve the signal to noise ratio; maintain the detail information and texture features of the image over denoising and have better denoising effects.
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1 Introduction

The main media for people to transmit information are voice and image, however, image is usually interfered by various noises during its generation and transmission and the image quality will also be damaged, which is bad for the subsequent higher image processing [1]. Therefore, in the image pre-processing, it is very necessary to perform image denoising since it can improve the signal to noise ratio of the image and highlight the expected characteristics of the image. People have been pursuing a method which can not only effectively reduce noises, but also preserve the edge information of the image [2].

People have developed numerous denoising methods according to the image characteristics, rules and statistical characteristics of spectrum distribution of noise. Among these methods, the most intuitive one is to transform the noisy signal to the frequency domain with Fourier transform according to the feature that the noise energy usually focuses on the high frequency while the signal spectrum is distributed on finite interval and then perform filtering denoising by adopting low-pass filtering [3]. However, since the image details are also distributed in high-frequency regions, this method will also smooth the image edges in the image denoising and lose some detail information of the image. Worse still, the signal fantastic points with significant importance in signal detection may also be filtered [4]. Therefore, the denoising methods based on traditional Fourier transform have some contradictions in protecting the signal edge and suppressing noises and it is difficult to correctly identify and remove the noises in the signal. A dilemma in image denoising is how to balance the denoising and the image details preservation [5].

Wavelet transform has good property of time-frequency localization, which provides an excellent tool to solve this problem. Multi-resolution analysis can be adopted to transform the noisy signal to the wavelet domain with wavelet transform, which can depict the non-stationary characteristics of the signal such as the edge, peak and breakpoint for ease of characteristic extraction. Besides, wavelet transform also has the characteristics of low entropy and de-correlation. Wavelet transform can de-correlate the signal and the noises have a whitening trend. Wavelet coefficients are sparse. Usually, the signal corresponds to few big wavelet coefficients while the noise to many small wavelet coefficients, which are good for signal denoising [6]. This paper firstly investigates the basic principle of wavelet transform threshold denoising. Then it analyzes the selection methods of wavelet coefficient threshold, the threshold estimation methods and the self-adaptive denoising algorithm. Finally, it realizes the self-adaptive filtering of wavelet transform based on the theoretical analysis and experiments.

2 Wavelet multi-resolution analysis and mallet algorithm

Image denoising is a classical problem in signal processing. The traditional denoising methods usually use mean or linear methods such as Wiener filtering, but the denoising effects are not very satisfactory. As wavelet theory is improved gradually, it has drawn an increasing number of eyes in image signal denoising with its excellent
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time-frequency characteristics and it has also pioneered the denoising with non-linear methods.

The idea of wavelet transform is built upon the window function with automatically adjustable length. S. Mallat has raised the concept of multi-resolution analysis in the construction of orthogonal wavelet; given the mathematical explanation of orthogonal wavelet from the perspective of function analysis, illustrated the wavelet multi-resolution feature vividly in the concept of space. Proposed the common method for orthogonal wavelet construction; unified the common method with all the previous construction methods and proposed a fast algorithm of wavelet transform, namely Mallat algorithm by using the algorithm similar to fast Fourier transform in Fourier analysis [7].

Multi-resolution analysis is to construct a group of function space and the constitution of every group of spaces has a uniformed form, but the closure all space approximate L²(R). In every space, all the functions constitute the standard orthogonal basis of this space while the function of the closure of all function space form the standard orthogonal basis of L²(R). If decomposing the signal in such space, the mutually orthogonal time-frequency characteristics can be obtained. Additionally, because the number of the space is infinite and countable, it is convenient to analyze some characteristics of the signal we care about [8].

When using computer or other digital devices to realize wavelet transform, t should take discrete value and it is necessary to investigate the wavelet transform with as a, b and t discrete values and to develop a set of fast wavelet transform algorithm. The MRA theory founded by Mallat S has played a key role in the development of fast wavelet analysis.

The basic idea of MRA theory is to observe the signal with different resolutions. When the scale changes, the signal can be observed roughly and elaborately.

\[
\phi \left( \frac{t}{2^j} \right) = \sqrt{2} \sum_{k=-\infty}^{\infty} h_0(k) \phi \left( \frac{t}{2^j} - k \right),
\]

\[
\psi \left( \frac{t}{2^j} \right) = \sqrt{2} \sum_{k=-\infty}^{\infty} h_1(k) \phi \left( \frac{t}{2^j} - k \right),
\]

where \(h_0(k)\) and \(h_1(k)\) are the weighting coefficients and Equations (1) and (2) are two-scale relation equations, which reveal the relationship between wavelet function and scale function in MRA.

Inspired by the pyramid encoding algorithm in the image processing by Burt and Adelson, Mallat realizes wavelet transform and inverse wavelet transform, namely the famous Mallat decomposition and reconstruction algorithms based on MRA theory[9].

Make \(h_0(k)\) and \(h_1(k)\) the two filters meeting Equations (1) and (2) and \(a_0(k)\) and \(d_0(k)\) are the discrete approximation coefficients in MRA. Then \(a_0(k)\) and \(d_0(k)\) meet the recurrence relation between Equations (3) and (4).

\[
a_{j+1}(k) = \sum_{n=-\infty}^{\infty} a_j(n) h_0(n - 2k) = a_j(k) * h_0(2k),
\]

\[
d_{j+1}(k) = \sum_{n=-\infty}^{\infty} a_j(n) h_1(n - 2k) = a_j(k) * h_1(2k),
\]

where \(h_0(k) = h(-k)\) and get the stepwise decomposition of the coefficient from the recursion formula. The recurrence relation between Equations (3) and (4) is the formula of Mallat decomposition algorithm and Equation (5) is the equation of Mallat reconstruction algorithm[10].

\[
a_{j}(k) = \sum_{n=-\infty}^{\infty} a_{j+1}(n) h_0(n - 2k) + \sum_{n=-\infty}^{\infty} d_{j+1}(n) h_1(n - 2k) .
\]

FIGURE 1 Wavelet decomposition

FIGURE 2 Wavelet reconstruction

Figures 1 and 2 are the sketches of wavelet decomposition and wavelet reconstruction respectively. When performing wavelet decomposition, overturn \(h_0(k)\) and \(h_1(k)\), namely turn \(h_0(k)\) and \(h_1(k)\) into \(h_0(-k)\) and \(h_1(-k)\), while in wavelet reconstruction, it doesn’t need to overturn \(h_0(k)\) and \(h_1(k)\). There are two decimations and two interpolations in the decomposition and reconstruction respectively and the filters used in decomposition and reconstruction are the same.

FIGURE 3 The sketch of image wavelet decomposition (three layers)

Figure 3 is the sketch of image wavelet three-layer decomposition. LL₁ is low-frequency component; LH₁, LH₂ and LH₃ are the horizontal high-frequency components from the first layer to the third layer respectively; HL₁, HL₂ and HL₃ are the vertical high-frequency components from the first layer to the third layer respectively and HH₁, HH₂ and HH₃ are the diagonal high-frequency components from the first layer to the third layer. The low-frequency components preserve the general information of the original image while the high-frequency
components include the detail information of the image [11].

3 Self-adaptive wavelet threshold denoising algorithm

3.1 THRESHOLD PROCESSING FUNCTION

Donoho has divided the threshold processing function into soft threshold function and hard threshold function. Many improved threshold functions have emerged with continuous improvements in threshold processing function and the improved soft-hard eclectic threshold processing function is as follows:

$$\tilde{w}_{j,k} = \begin{cases} 
\text{sign}(w_{j,k})|w_{j,k} - a\lambda| & |w_{j,k}| \geq \lambda \\
0 & |w_{j,k}| < \lambda 
\end{cases}, \quad (0 \leq a \leq 1),$$  

(6)

where sign(.) is sign function. In particular, when $a$ takes 0 and 1, the above formula will become the hard threshold and soft threshold estimation method. As for $0 < a < 1$, the estimate data $\tilde{w}_{j,k}$ by this method is between the soft and hard threshold methods; therefore, it is called soft-hard eclectic threshold method [12].

The idea of this method is very simple and common, but it also has good denoising effects. It can be seen through careful analysis that because $\tilde{w}_{j,k}$ estimated by the pure soft threshold method has a absolute value $\lambda$ smaller than $w_{j,k}$ ($w_{j,k} \geq \lambda$), it needs to reduce this difference with all efforts. The soft-hard eclectic threshold method meets this requirement. However, given practical consideration, the difference is not reduced to 0 because if reducing this difference to 0, this method will evolve as the hard threshold estimation method. Proper adjustment $a$ between 0 and 1 can get better denoising effects. When $a$ takes 0 and 1, the above formula will become the hard and soft threshold estimation method. Properly adjust $a$ between 0 and 1 and get better denoising effects [13,14].

3.2 THE THRESHOLD OF THIS PAPER

The selection of threshold directly affects the denoising result. If the threshold is too big, many wavelet coefficients will be set as 0 and it will damage many signal details; if the threshold is too small, it fails to reach the expected effects. There are many threshold estimations algorithms and the commonly-used one is the fixed threshold with a threshold $\lambda = \sigma \sqrt{2 \ln N}$, where $N$ is the number of total wavelet decomposition coefficients in all scales of the noisy signal and $\sigma$ is the noise variance. In practical application, the variance of noise signal $\sigma$ is usually unknown and it can be estimated as follows by the first-layer wavelet decomposition coefficient:

$$\sigma = \text{MAD}/0.6745,$$  

(9)

where $\text{MAD}$ is the median value of the absolute value of the first-layer wavelet decomposition coefficient and 0.6745 is the adjustment coefficient of the standard deviation of Gaussian noise. The noise signal variance estimated by the above formula meets the condition of $\sigma < \sigma_0 \leq 1.01\sigma$ and the noise variance $\sigma$ can be approximately estimated from $\sigma_0$.

In the threshold filtering, if the threshold $\lambda$ is too small, there are too many signal losses; if $\lambda$ is too big, it can preserve many details and it has unclear denoising and affects the filtering effects. It can be known from the noise wavelet transform characteristics that the wavelet coefficient after noise wavelet transform has the mean of 0 and the variance of white noise. It increases with the increase of the scale $j$ and the wavelet coefficient of white noise will reduce. The zero-mean Gaussian white noise is the Gaussian noise with the orthogonal wavelet transform as zero mean and the variance of the noise coefficient in different scales decreases with the increase of the scale, namely that Gaussian white noise has negative singularity. Gaussian white noise is the distribution of unified Lipschitz Exponent $\alpha < 0 (\alpha = -\frac{1}{2}, \varepsilon > 0)$. The discrete white noise is almost singular everywhere and in
the multi-scale wavelet analysis, the wavelet spectrum of white noise gradually fades away with the increase of scale. However, the wavelet transform of effective signal still has clear manifestation in large scale. It can be seen from the characteristics of the above noise wavelet transform that the wavelet coefficient of white noise decreases with the increase of the scale; therefore, when using threshold method, it is unreasonable to use of fixed value for different scales and the threshold reduces correspondingly with the increase of the scale. The following improved formula will be adopted in this paper:

\[ \lambda_j = \sigma \sqrt{2 \log N / \ln(e + j - 1)}, \quad (10) \]

obviously, when \( j = 1 \),

\[ \lambda_j = \sigma \sqrt{2 \log N} = \lambda. \quad (11) \]

Namely, the result is consistent with the result using the original threshold calculation formula when the scale \( j = 1 \); however, when the scale \( \beta > 1 \), the threshold \( \lambda \) reduces with the increase of the scale, which is exactly consistent with the fact that the noise reduces gradually with the increase of the scale. Therefore, the improved formula is more reasonable.

In order to guarantee the smoothness of the new threshold function and the continuity of multi-order derivative and get close to the hard and soft threshold functions, the threshold function can be constructed as

\[ \eta(x, \lambda) = \begin{cases} 
\frac{x + \lambda}{2 \beta + 1}, & x \leq -\lambda \\
\frac{\lambda}{2 \beta + 1}, & |x| < \lambda \\
\frac{x - \lambda}{2 \beta + 1}, & x > \lambda 
\end{cases} \quad (12) \]

where, \( \beta \) is the selection parameter of the threshold function. It can be seen that when \( \beta = 0 \), this function approximates to the hard threshold function and when \( \beta \) goes to infinity, this function approximates to the soft threshold function.

3.3 SELF-ADAPTIVE WAVELET DENOISING ALGORITHM

Because the noises are mainly distributed in the high-frequency area, it needs only to process the high-frequency wavelet coefficients and the threshold self-adaptive wavelet denoising algorithm proposed by this paper based on multi-resolution analysis is as follows:

Perform \( J \) layer discrete wavelet transform (DWT) to the noisy image \( X \) and record the wavelet coefficient vector as vector \( Y \):

\[ Y = [A_j, H_j, V_j, D_j, A_{j+1}, V_{j+1}, D_{j+1}, \ldots, H_1, V_1, D_1] \]

where, vector \( A \) is low-frequency coefficient; vector \( H \) is horizontal high-frequency coefficient; vector \( V \) is vertical high-frequency coefficient and vector \( D \) is diagonal high-frequency coefficient.

Get the lengths of every wavelet coefficient and store them in vector \( L \). And \( L(1) \) is the length of vector \( A \); \( L(j) \) is the sum of the lengths of high-frequency coefficients (\( H, V, D \)) \((i=2,3,\ldots,J+1)\) and \( L(J+2,:) \) is the length of the entire \( X \).

Perform threshold optimization and processing on the high-frequency components of the wavelet coefficient in different scales.

1) Initialize the threshold in different scales \( \lambda_j = \sqrt{2 \log(L(j))/L(j)} \) and the step length is \( \mu = 0.001 \).

2) Take the high-frequency coefficients in different scales and store them in vector \( C_j \), \( C \in [H_j, V_j, D_j] \).

3) While \( \text{(abs}(\lambda_j(k)/\lambda(k)) > 1e-6) \) Calculate \( \Delta \lambda_j(k) \) and \( \lambda_j(k) \) respectively according to Formula (10);

4) Process the threshold \( \lambda_j(k) \) determined by Formula (10) in \( C_j \) according to Formula (12) and put the processed data into \( C_j \).

Reconstruct the image through inverse wavelet transform by using the low-frequency components \( A_j \) and the high-frequency wavelet coefficients

4 Experimental results and analysis

In order to test the performance of the algorithm of this paper, add Gaussian noise with \( \mu = 0 \) and a noise variance \( \sigma^2 \) between 0.01–0.04 the 256x256 original grayscale image. Perform denoising on the image with the traditional 3x3 mean filtering, 3x3 median filtering and the algorithm of this paper respectively and compare the filtering effects by comparing their signal to noise ratio improvement factor \( R \) and peak signal to noise ratio \( PSNR \).

It can be seen from Figure 4 that after adding high-intensity Gaussian noise to the original image, the image filtered by the algorithm of this paper has improved visual effects, clear edge and image details and improved image quality and it also has outstanding advantages compared with the traditional Gaussian noise filtering methods.

The experimental results are indicated in Tables 1 and 2. It can be seen from these two tables that the algorithm of this paper has bigger advantages compared with the traditional algorithms, as evidenced by the fact that the image signal to noise ratio has been enhanced greatly and the image quality has also been improve.

**TABLE 1** Comparison of \( R \) of different filters on original image

<table>
<thead>
<tr>
<th>Noise variance</th>
<th>Algorithm of this Paper</th>
<th>Mean denoising</th>
<th>Median denoising</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.010</td>
<td>-3.6371</td>
<td>-5.3627</td>
<td>-5.9877</td>
</tr>
<tr>
<td>0.015</td>
<td>-6.8978</td>
<td>-6.5273</td>
<td>-6.6462</td>
</tr>
<tr>
<td>0.020</td>
<td>-7.5723</td>
<td>-6.9362</td>
<td>-6.6372</td>
</tr>
<tr>
<td>0.025</td>
<td>-8.3536</td>
<td>-7.5721</td>
<td>-6.6852</td>
</tr>
<tr>
<td>0.030</td>
<td>-8.7387</td>
<td>-7.6273</td>
<td>-6.8126</td>
</tr>
<tr>
<td>0.035</td>
<td>-9.0152</td>
<td>-7.8516</td>
<td>-6.9273</td>
</tr>
<tr>
<td>0.040</td>
<td>-9.5173</td>
<td>-8.1553</td>
<td>-7.2763</td>
</tr>
</tbody>
</table>
TABLE 2 Comparison of PSNR of different filters on original image

<table>
<thead>
<tr>
<th>Noise variance</th>
<th>Algorithm of this paper</th>
<th>Mean denoising</th>
<th>Median denoising</th>
<th>Noised image</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.010</td>
<td>27.3682</td>
<td>27.4163</td>
<td>27.3484</td>
<td>18.9335</td>
</tr>
<tr>
<td>0.015</td>
<td>26.8738</td>
<td>26.6472</td>
<td>26.4728</td>
<td>18.0163</td>
</tr>
<tr>
<td>0.020</td>
<td>25.4737</td>
<td>24.7621</td>
<td>24.3725</td>
<td>17.6372</td>
</tr>
<tr>
<td>0.025</td>
<td>24.8362</td>
<td>23.1036</td>
<td>23.0126</td>
<td>16.8738</td>
</tr>
<tr>
<td>0.030</td>
<td>23.7653</td>
<td>22.8377</td>
<td>21.9881</td>
<td>15.9356</td>
</tr>
<tr>
<td>0.035</td>
<td>23.1263</td>
<td>22.0265</td>
<td>21.1723</td>
<td>15.1362</td>
</tr>
<tr>
<td>0.040</td>
<td>22.8987</td>
<td>21.5811</td>
<td>20.5221</td>
<td>14.3726</td>
</tr>
</tbody>
</table>

5 Conclusions

By investigating the basic principle of wavelet transform threshold denoising, including the threshold selection method and the wavelet coefficient threshold estimation methods, this paper has proposed a self-adaptive denoising algorithm based on wavelet transform, realizes the self-adaptive filtering of wavelet transform based on the experiments and theoretical analysis and reduces the influence the subjective factors have on denoising effects. The simulation experiment shows that this algorithm protects the image details and has better denoising effects while it has effective filtering.
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