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Abstract 

In this paper, we apply some computer software techniques in socio-economics to study an economic decision-making problem, the 
comprehensive economic strength assessment problem. To achieve delicacy socio-economical decision, we first conduct an asses-
sment of various influencing factors involved in the decision problem based on analytic hierarchy process, and then apply two deci-
sion-tree algorithms to establish the appropriate models with corresponding classification rules. We also use Matlab to fit the data for 
the purpose of prediction and validation. The experiments show the effectivity and accuracy of decision-tree algorithms in supplying 
valuable suggestions for economic decision-making problems. 
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1 Introduction 

Decision-making[1], refers to the process of determining 
the optimal selection for an action on the basis of some 
possessed information and experiences, through applying 
certain methods, techniques and tools for analysis and 
calculation on various factors affecting the achievement of 
objectives. However, in real life, many factors are often 
contained in complex decision-making problems, which 
may involve a large amount of information, and compli-
cated interactions and overall performance. So, making 
accurate decisions become very difficult. 

In early studies of sociology, decision-making was ful-
filled through single-case studies or through simple sum-
marization, and more emphasis is put on proposing specific 
measures. With the development of statistics and computer 
tools, more and more statistical tools, such as SPSS (Statis-
tical Product and Service Solutions), have been applied in 
quantitative analysis of sociological research to extract 
hidden statistical laws to aid in decision-making. However, 
statistical methods often assume that the various factors are 
independent variables or there exists only a simple linear or 
quadratic relation among the variables. Therefore, for com-
plex decision-making problems which involve complicated 
relations among various affecting factors, statistical ana-
lysis merely can only yield results with large deviation 
from the actual situation. In recent years, a new idea [2] of 
qualitative comparative analysis (QCA) has emerged in 
sociological research field. The QCA method can produce 
highly accurate results, but due to combinatorial explo-
ration, it cannot handle decision problems of large size 
(usually appropriate for problems with 5 or 6 factors). 
Complex decisions usually involve many factors, and, 
moreover, it is often very difficult to extract through sub-
jective judgments the delicate relationships or rules among 
factors. Currently, a hot research topic in the field of com-
puter science is data mining [3] technology. Data mining is 

a non-trivial process of revealing implicit, previously 
unknown and potentially useful information from large 
amounts of data. Data mining, mainly based on artificial 
intelligence, machine learning, pattern recognition, statis-
tical methods, and etc, can carry on highly automatic ana-
lysis on the data and make inductive reasoning. In recent 
years, data mining has aroused great concern in infor-
mation industry, and is now widely applied in business 
management, production control, market analysis, enginee-
ring design, etc. 

The research in this paper is motivated from an 
interdisciplinary project of sociology and computer science 
-- The Design and Development of a Decision Support 
System for Comprehensive National Strength. In this paper, 
we focus on the modeling and analysis of a country's com-
prehensive economic strength assessment problem, by 
combing the AHP method, two decision tree algorithms 
ID3 ([4]) and C4.5 ([5,6]) and data fitting techniques. 

2 Problem formulation 

In this paper we will study a complicated economical deci-
sion problem, i.e., how to assess a country’s comprehen-
sive economic strength based on various economic indi-
cators. 

At first, let us determine the various important factors 
that affect a country's economic strength. Based on preli-
minary investigation, a country's economy falls into four 
main aspects: consumption, finance, investment and fiscal. 
Applying the expert’s opinion elicitation method (or, 
DELPHI method), we can break these four indicators 
down further into three basic indicators respectively. The-
refore there are totally twelve basic indicators, listed as the 
consumer price index, inflation, personal remittances, 
official exchange rate, real interest rates, broad money, 
domestic credits provided by financial sectors, external 
debt stock, foreign direct investment, claims on other sec-
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tors, tariff and revenue. In addition, we select the gross 
domestic product (GDP) as a comprehensive assessment 
indicator of economic strength.   

To clarify the hierarchical relationships among the 
above thirteen indicators, we use the analytic hierarchy 
process (Analytic Hierarchy Process)[7] to construct the 
basic framework of a country's comprehensive economic 
strength. We obtain a 3-layer analytic hierarchy model of 
comprehensive national strength (see Figure 1). Then, 
using some objective methods like principal component 
analysis, or the subjective methods such as Delphi method 
and importance sorting method, we can attach each 
attribute from the second layer an extent of importance 
relative to the upper layer. Consequently, we construct the 
determination matrix and calculate the weight vector. At 
last, to determine the coefficients for each factor, we carry 
on a consistency test until the calibration coefficient is less 
than 0.1. 

 

FIGURE 1Hierarchical relationships among various indicators 

3  Decision tree algorithms 

In this section, we will discuss how to apply decision tree 

algorithms to excavate the relationships among the fac-

tors of economic decision-making problem and to extract 
classification rules contained in data. 

Decision tree algorithms are typical classification 
methods in data mining and are designed to infer classifi-
cation rules (represented as a decision tree) from a set of 
unordered and irregular instances.  

3.1 ENTROPY 

In his great paper [6] published in 1948, Shannon systema-
tically discussed how to quantify and encode information. 

To measure uncertainty of information, Shannon defi-
ned the amount of information (entropy) of an event  
as follows 
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3.2 ID3 ALGORITHM 

ID3(Iterative Dichotomiser 3) algorithm[4] is a classifyca-
tion prediction algorithm proposed by R.Quinlan. The 
main idea of ID3 algorithm is to use information gain to 
split attributes: the higher the information gain is, the more 
classified information the attribute contains. 

Let S be a collection of training samples. The infor-

mation gain of an attribute A relative to the sample set S 

is defined as 
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in which |S| represents the number of elements in a set S, 

vS  is the subset of S consisting of all samples whose 
attribute A value equals v, i.e.,  
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From the above definition, the higher the information 
gain Gain(S,A) is, the more classified information the 
attribute A provides. In ID3 algorithm, in each step during 
the process of constructing a decision tree, we select the 
attribute of highest gain value as the split point. ID3 
algorithm is then a recursive attribute splitting process. 
There are two recursion terminating criterions: either all 
the data belong to the same class or there is no attributes 
that can be split further. 

The main steps of ID3 algorithm are illustrated in the 
following Figure 2. 

ID3 algorithm has a clear computational logic, low 
complexity and fast computing speed, and then is of strong 
practical value. However, ID3 algorithm can handle only 
discrete attribute values, and moreover, the algorithm may 
render biased results since it adopts information gain as the 
split criterion.  

As mentioned above, ID3 algorithm can only handle 
discrete attribute values, while almost all the basic indica-
tors in economics are continuous attributes. Therefore, 
before applying ID3 algorithm in the economic decision 
making problems, we need to discretize the continuous 
data first [8]. There are usually two means of discretization 
of continuous data: 1) use K-means clustering algorithm to 
classify the data which belong to the same cluster as one 
class; 2) use the discretization function supplied by the data 
mining platform WEKA[9]. In this paper, we choose the 
latter method to discretize the economic indicators. There 
are two reasons for this: one is that a large amount of data 
processing are involved in our decision making problem, 
and the other is that the supervised discretization method 
provided by WEKA is more interactive and easier to ope-
rate.  
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FIGURE 2 Steps of ID3 algorithm 

3.3  C4.5 ALGORITHM 

For control experiments, we will also apply C4.5 algo-
rithm, another decision-tree algorithm from data mining, to 
do the data analysis. C4.5 algorithm ([5,10]) was proposed 
in 1993 by Quinlan as an improvement of ID3 algorithm. 
Unlike ID3 algorithm, C4.5 algorithm splits the attributes 
according to information gain ratio (rather than the gain in 
ID3)，which can avoid generating biased results to a large 
extent. 

Before introducing the notion of information gain 
ratios, let us first define the split information of an attribute 
A relative to the sample set S to be   
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where 
iS represents the ith sample subset split by the 

attribute A. Then, the information gain rate is defined to  
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be the ratio of the information gain and split information of 
the attribute A： 

Then C4.5 algorithm recursively selects the attribute of 
highest gain rate as the split point, until all the training 
samples are classified and the decision tree is constructed.  

4 Experiments 

In this section, we will apply the data processing and ana-
lysis method to study the assessment of comprehensive 
national strengths based on thirteen economic indicators 
described in Section 2. The sampling data has been collec-
ted from the World Bank Open Data website[11]. We will 
apply ID3 and C4.5 algorithms to process, analyze, train 
and predict the dataset, so as to extract certain hidden clas-
sification rules.  

4.1 DATA COLLECTION 

In order to reduce the complexity of the data and to main-
tain data integrity while ensuring the accuracy of the 
results obtained from data training and classification, we 
will focus on the thirteen factors in Figure 1. We have 
collected from the World Bank Open Data website the 
relevant data of 30 countries of small or medium size (e.g., 
Afghanistan, Algeria, etc) over a five-year period (2008-
2012) (c.f. Table 1 and Appendix in [12]). Due to space 
limit, we cannot list all the dataset. The reader can refer to 
[12] for more details on the dataset, the output of the algo-
rithms and the corresponding conclusions of the decision-
making problem.  

4.2 APPLICATION OF ID3 ALGORITHM 

We first analyze the dataset of 2012. Using the platform 
supplied by WEKA([9]), we discretize the thirteen attribute 
values in Figure 1. The discretized values are shown in 
Table 1(c.f. also Figure 4-8 in [12]). Each column of Table 
1 represents respectively the discretized values of the 
thirteen factors in Section 2, in which L (Low) and H 
(High) are the discretized attribute values, and P (Relati-
vely Poor) and R (Relatively Rich) represent values of the 
comprehensive indicator GDP.   

TABLE 1 Discretized Data 

Data sets 
1 2 3 … 11 12 13 

CPI Inf Off … Tar Rev GDP 

Afghanistan L L L … L L R 

Albania L L L … L L R 

… … … … … … … … 

SierraLeone H H L … H L P 

SouthAfrica H H L … H H P 

Thailand L L L … L L P 

Based on the discretized value of Table 1, we apply 
ID3 algorithm to construct the decision tree model, as illus-
trated in Figure 3. 

 
 

FIGURE 3 ID3 Decision tree  
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The ID3 decision tree in Figure 3 has17 leaf nodes, 

which represent 17 rules of the form IF…AND…THEN…  

As an example, we list below one of these 17 rules: 

IF the annual inflation rate is H (high) AND the tariff is 

H (high), THEN GDP is P (relatively poor). 

Other rules can be elicited in the same way. 

4.3 APPLICATION OF C4.5 ALGORITHM 

In order to compare with ID3 algorithm, we also use the 

discretization method supplied by C4.5 algorithm in 

Matlab. We take the twelve continuous attribute values as 

the training sample set input of C4.5 algorithm, and obtain 

a decision tree shown in Figure 4.  

 

 
 

FIGURE 4 C4.5 Decision tree 

Compared with the decision tree in Figure 3 construc-

ted using ID3 algorithm, the decision tree in Figure 4 has 5 

leaf nodes, which represents 5 rules. As an example, we 

list below one of these 5 rules: 

IF the board money is <=58.6 AND the foreign direct 

investment >4.2, THEN GDP is P (relatively poor). 

Other rules can be elicited in the same way.  

5 Comparison and analysis 

In Section 4, we apply ID3 and C4.5 algorithms to train a 

dataset containing 13 attributes. The decision tree obtained 

from ID3 algorithm has 16 non-leaf nodes and 17 leaf no-

des, and the maximum number of layers is 8, while the one 

obtained from C4.5 algorithm has only 4 non-leaf nodes 

and 5 leaf nodes, and the maximum number of layers is 4. 

The comparison between the two results is pictured in 

Figure 5. For our example, the ID3 decision tree is more 

complicated than C4.5 decision tree, in that the numbers of 

non-leaf nodes, leaf node and layers in ID3 decision tree 

are 4, 3.4 and 2 times of the C4.5 decision tree. Moreover, 

the rules generated by C4.5 algorithm is much simpler, 

clearer, and easier to understand than those generated by 

ID3 algorithm.  

 

 

FIGURE 5 Comparison of different decision trees 

For the purpose of prediction and validation, we also 
apply Matlab for data fitting on the five-year dataset from 
2008 to 2012. We construct a series of second-order expre-
ssions and use them to make a prediction of the 2013 data. 
The predicted attribute values can be further used to 
construct the validation database.   

Use the 2012 data as a training sample dataset, we con-
struct the 2012 ID3 and C4.5 decision trees and the corres-
ponding 2013 prediction results through rule matching. A 
comparison between the predicted results and the real data 
is shown in Table 2 (c.f. Table 4-18 in [12]). 

TABLE 2 Prediction classification and actual ranking 

Decision Results ID3    C4.5   Reality 
Afghanistan      P      P      R 

Algeria      R      R      R 
…    …   …    … 

South Africa      R     R     R 
Thailand      R     R     R 

From Table 2, we see that ID3 algorithm has predicted 
successfully 19 countries among 30 countries, with the pre-
diction accuracy rate 63.3%, while C4.5 algorithm has 
predicted successfully 21 countries, the prediction accu-
racy rate being 70%, 6.7% higher than ID3. 

Similarly, we apply the ID3 and C4.5 algorithms on the 
five year data from 2008 to 2012. The accuracy rate for 
each year can be found in Table 3.  

TABLE 3 Accuracy Rates for 2008-2012 

Accuracy Rate ID3 C4.5 

2008 56.60% 76.60% 

2009 63.30% 63.30% 
2010 73.30% 70% 

2011 63.30% 63.30% 

2012 63.30% 70% 

To sum up, for our comprehensive economic strength 
assessment problem based on 13 economic indicators, C4.5 
algorithm yields a decision tree model which is much sim-
pler and of higher accuracy. This decision tree model can 
supply auxiliary suggestions on how to assess a country’s 
comprehensive economic strength. For example, we can 
measure the country’s economic strength through rule mat-
ching once we obtain certain data of the economic key 
indicators. 

6 Conclusion and future work 

In this paper, by combining socioeconomics and computer 
software techniques including decision-tree classification 
algorithms and data fitting for prediction and validation, 
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we provide a new thought on how to supply auxiliary tech-
nical and delicate support for economic decision-making 
problem.  

Through experimental results in this paper, we find that 
C4.5 algorithm can generate simple, easy-to-use and accu-
rate rules, and so can provide valuable auxiliary sugges-
tions for social-economic decision problems. 

This study of our paper comes from an interdisciplinary 
project of sociology and computer science. For future 
work, we hope that more in-depth study on the data proce-
ssing and data mining techniques and more hints on how to 

formulate the relationship among different factors will 
produce more valuable results on the study of refined 
decision-making problems. 
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