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Abstract 

Microblog has become an important means for people to obtain the first message. This paper proposes a method for hot topic 
detection and topic trend analysis in the massive microblog short text data set. Firstly, considering the microblog special style and 
clustering efficiency, we make appropriate improvements on the classical single -pass clustering algorithm to enhance the quality of 
clustering, and then put forward the topic heat evaluation method and rank topics of each topic cluster based on this method. Finally, 
in each time window, we calculate the strength of topics depending on the topic strength calculation formula, and discovery the topic 
evolution trend. Experiments show that the proposed method can not only effectively detect hot topics, but also can clearly find out 
the topic evolution process. 
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1 Introduction 

With the rapid development of Web2.0 technology and 

mobile communication technology, microblog has become 

a huge load information platform with its powerful user 

group, which is one of the important ways for user to 

access to information and disseminate public opinion. Due 

to the large number of microblog texts, the complexity of 

information, short content and other characteristics, it is 

difficult for users to browse all of microblog information. 

In addition, as more and more users begin to use microblog 

to express their views and comments, it has become an im-

portant platform to reflect public opinion. So it is signifi-

cant to get hot topics from the mass microblog information. 

On the one hand, it can help users quickly find out the fo-

cus on each field of the society, on the other hand, it can 

provide the public opinion guide for public opinion moni-

toring field. 

For the topic discovery and trend analysis, researchers 

have done a lot of researches. At present, abroad mainly 

researches the related topic detection on Twitter and Face-

book. Topic detection technology in china focuses on the 

research of network news topic detection. Strzalkowski [l] 

applied automatic abstraction method to topic tracking. 

The main idea is to replace the original report with news 

abstraction, and then by comparing the relevant degree 

between topic and abstraction to determine the report 

whether belongs to the topic. Dragon [2] and UMass [3] 

used new tracking report to feedback on the topic model 

and continued to track with adaptive learning model [4]. 

Young woose and Katia sycara [5] proposed a new 

detection method, which combined single-pass algorithm 

with K-means algorithm, but the test results for news cor-

pus have excessive dependence on the input sequence. 

Because microblog text is short, language style is casual 

and so on, so the traditional method is directly applied to 

the microblog often lead to large amount of calculation and 

low detection rate. This needs to study the suitable analysis 

method on microblog hot topic detection and trend ana-

lysis. 

Based on the above research, according to the charac-

teristics of microblog text, this paper improves classic 

single-pass clustering algorithm and clusters microblog 

texts. And we put forward topic heat evaluation method 

and then use this method to rank the topic to discovery hot 

topics. In addition, by calculating the strength of topic in 

each time window, the process of topic trend change can 

be seen. 

2 Related theoretical basis 

2.1 TOPIC DETECTION AND TRACKING  

Topic detection and tracking (abbreviated as TDT) is laun-

ched by the US Defense Advanced Research Projects 

Agency (abbreviated as DARPA),which is mainly used for 

news discovery, tracking new event, engaging in news 

report automatic identification, locking and finding brea-

king news topics, and other related tasks. The research tar-

get is to automatically identify new topics and continuo-

usly monitor known topic. TDT evaluation conference 

divides topic detection and tracking into five subtasks, 

there are reports segmentation, topic identification, the first 

reported detection, topic tracking and correlation detection 

[6]. The involved key technologies for topic detection and 

tracking are mainly include representation model, simila-

rity calculation, the organization mode based on similarity. 
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2.2 THE BASIC PRINCIPLE OF TEXT CLUSTERING 

Clustering is an important part of topic detection, which 
can effectively reduce search space to accelerate search 
speed, and then improve retrieval precision. Text clustering 
is mainly based on the famous clustering assumption: the 
same kind of document has greater similarity, otherwise 
has smaller similarity. Fast and high quality text clustering 
can organize large amounts of information into several 
meaningful clusters, so as to improve the retrieval perfor-
mance. Text clustering method usually converts document 
into vectors in a high dimensional space by using the vec-
tor space model, and then clusters these vectors. The out-
put of text clustering is generally a division of document 
collection. Clustering algorithm is an unsupervised lear-
ning algorithm, which can be divided into four types: hie-
rarchical clustering algorithm, partition clustering algo-
rithm, grid clustering algorithm and density- based cluste-
ring algorithm. 

3 Microblog hot topic discovery 

3.1 MICROBLOG TEXT REPRESENTATION 

Text representation refers to extracting feature words from 
microblog text and then the feature set is formed, each fea-
ture has a corresponding feature value. The commonly text 
representation model are: Boolean model, vector space 
model (VSM) and the probability model, etc [7]. This pa-
per uses vector space model to represent microblog text, 
which is expressed as: 

1 2( , ,..., )nM w w w , (1) 

where iw represents the weight of the ith feature item of 
microblog，the weight is calculated by the famous TF-
IDF formula, which is given by: 
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where ijw  represents the weight of the ith word in micro-

blog text j , and ijtf  represents the ith word frequency in 

microblog text j , N  represents the total number of micro-

blog texts, in  represents the number of microblog text 

which contains the ith word. The denominator is the nor-

malization factor. 

3.2 SIMILARITY CALCULATION 

Similarity calculation is based on the similarity of micro-

blog text vector space model. Usually we use sim (x, y) to 

indicate the similarity between the text x and the text y. 

The value of sim (x, y) is proportional to the similarity deg-

ree of x and y. Similarity is generally a value between 0 

and 1, that is 0<=sim (x, y) <=1. In this paper, the greater 

similarity between two microblog texts, the more relevance 

they discuss. This paper uses Cosine distance to compute 

the similarity between two vector models. The distance is 

defined as follows: 
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where n is the dimension of vector space, 
xiw is i-dimen-

sional component of vector x, yiw is i-dimensional compo-
nent of vector y.  

3.3 TOPIC IDENTIFICATION BASED  
ON SINGLE-PASS ALGORITHM 

The classic single-pass algorithm is a kind of topic identi-
fication algorithm which is the most commonly used in 
topic detection. It has characteristics of fast calculation 
speed, simplicity calculation and so on. It adopts an incre-
mental method, which does not establish its topic clusters 
at the beginning, but later according to the text input 
information to determine whether to establish topic clus-
ters. The basic idea [8] is set a parameter named threshold 
in advance, when enter a text, the system will calculate the 
similarity between the input text and identified topic 
clusters, if the similarity is greater than the threshold, it 
indicates the input text has related content in microblog 
text and then incorporates into the related topic clusters, 
otherwise, the text will be used as a seed topic to create a 
new topic. 

Single-pass algorithm sequentially processes text 
according to input sequence. It can determine the text 
belongs to which cluster when first read the text, but this 
also brings important disadvantage: text input sequence 
will have great impact on the results. From the theory, 
when the data source and the parameters are determined, 
the clustering results should be determined and should not 
vary. 

In order to reduce the impact of input sequence on 
clustering results, by referencing Ref [9], this paper impro-
ves the single-pass clustering algorithm. In fact, the initial 
input text is more close to topic core and the more capable 
that the same topics will be clustered together. First, input 
data is sorted from high to low in accordance with the hit 
rate of high frequency words, which can be calculated 
accompanying with calculating TF-IDF value, so the cal-
culation process does not increase the computation com-
plexity of the algorithm. This makes the texts that can 
more represent the topic core are at the forefront of input 
sequence.  

Based on the above analysis, this paper makes some 
improvement on single-pass clustering algorithm. Those 
reached texts according to the time sequence are divided 
by a certain time granularity. Microblog texts set which 
reach in the time window t can be expressed as: 

1 2 m(m ,m ,...,m )D 
,  

where mi is one of texts. Improved single-pass clustering 
algorithm is described as follows. 

Input: microblog texts sorted in accordance with the hit 
rate of high frequency words from high to low.  

Output: each sub topic clusters T1，T2 , …, Tk . 
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Step 1. Presets a clustering threshold k . 

Step 2. Sequentially reads a microblog text m . 

Step 3.Calculates the similarity between microblog text

m  and existed topic cluster iT , that is: 

1(m, ) (m, )
(m,T ) n

i

sim t sim t
sim

n

 
 ,  

where 1, , nt t are microblog texts of topic cluster iT . 

Step 4. Finds out the most similar sub topic cluster T, 

that is sim( , ) maxsim( , )im T m T . 

Step 5. If sim( , )m T k ，then m will be joined in sub 

topic cluster T, otherwise，takes the microblog text m as a 

seed topic to create a new sub topic xT . 

Step 6. If there is a new microblog text – go to Step 1. 

3.4 TOPIC HEAT EVALUATION  

By clustering microblog texts, we can get a lot of micro-
blog text clusters, where each cluster is a topic, so the clus-
tering result can be seen as a topic set. By referencing Ref 
[10], this paper introduces its BBS heat evaluation thoughts 
to microblog, considering the number of released topic, 
topic attention degree, the number of topic comment, the 
number of forwarding number and other factors to estab-
lish hot topic evaluation model for topic heat score, then 
find out hot topics in microblog. Since each factor has dif-
ferent dimension, which need to normalize the value of 
each factor. 

Assuming the microblog text set has n topics, the influ-
ence of the number of released topic t can be calculated as 
follows: 
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where tm  represents the number of texts related to topic t, 
and im represents the number of texts related to the ith 
topic. 

Attention degree of topic t can be calculated as follows: 
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where
jtf represents the attention degree of a microblog 

text, there is
jt uf N , uN is the current number of con-

cerns for this microblog. 
Impact factor of comment number about topics t can be 

calculated as follows: 
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where jc represents the comment number of the jth micro-
blog text about topic t. 

Impact factor of forwarding number about topics t can 
be calculated as follows: 
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where js represents the forwarding number of the jth mic-
roblog text about topic t. 

Based on the above, the topic heat evaluation formula 
eventually obtained as follows: 

H=R (t) +F (t) +C (t) +S (t). (8) 

Through the above topic heat evaluation formula, we 
can calculate each topic heat obtained after clustering, and 
then sort these topics, select the first n topics within the 
specified time, that are hot topics. 

4 Topic trend analysis 

The whole process of topic is consisting of the following 
four stages: emergence, development, decline and demise, 
this is called the life-cycle model [11]. Topic trend analysis 
expresses the change process of topic with the time change. 
Microblog topics are related to the reality events. With the 
passage of time, events will also change. In this paper, 
trend change is defined as follows: the change of topic 
strength in the continuous time window. 

Microblog real-time is relatively high, so the number of 
topics will change with the time change. Based on the 
actual requirements of topic trend analysis, those reached 
texts according to the time sequence are divided by a 
certain time granularity. Topic development trend can be 
considered from two aspects: topic growth ratio between 
adjacent time windows and the change of topic heat, which 
is also named topic strength. 

Set the strength of topic T at time t is st, it is defined as 
follows： 

t 1=( )
1

t t

n t
s H H

N t
  


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where tH represents the heat value of topic T at time t, 

-1tH  represents the heat value of topic T at time t-1, n 
represents the number of increased topics about topic T 
from t-1 to t, N represents the total number of increased 
topics from t-1 to t,  is decay rate. With the passage of 
time, the topic will be gradually weakened, so the decay 
rate multiplies t/t +1, when t is greater, the t+1 will also 
more and more great. 

5 Experiments and Analysis 

5.1 EXPERIMENTAL TOOLS 

The experimental tools are segmentation software ICTCLAS 
(Institute of Computing Technology, Chinese Lexical Ana-
lysis System), statistical analysis tools SPSS and Excel, 
Java integration tools Eclipse 3.7.3 and JDK 1.6.0, 7 6 and 
the numerical matrix tool Matlab7.6.0. 
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5.2 EVALUATION INDEX 

In the TDT test standard, people usually use false detection 
rate, missing detection rate and cost function to evaluate 
the quality of topic discovery. Missing detection rate is the 
ratio between the reported number that system did not 
detect for topic (defined as B) and the reported number that 
should be detected (defined as A+B), where A is the repor-
ted number that the system correctly identified for the to-
pic. False detection rate is the ratio between the reported 
number that the system false detection (defined as C) and 
the reported number that does not belong to the topic (defi-
ned as C+D), D is the reported number not belong to the 
topic that the system correctly detected. The above indica-
tors can be formulated as follows: 

M

B
P

A B



 , (10) 

F

C
P

C D



 . (11) 

Cost function considers comprehensively the cost of 
false detection and missing detection, which is expressed 
as follows: 

(1 )M M F FC C P P C P P   , (12) 

where MC represents the cost factor of missing detection, 

FC represents the cost factor of false detection, MP  repre-

sents the missing detection rate, FP  represents the false de-

tection rate, P is priori probability. According to TDT eva-

luation standard, set MC = 1， FC = 0.1，P = 0.02. 
TDT detection usually needs to normalize cost function 

C, so the normalized cost calculation formula is as follows: 

min( , (1 ))
U

M F

C
C

C P C P



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5.3 EXPERIMENTAL DATA 

Since there is no universal Chinese microblog data test set, 

this paper obtains data by combining Sina Weibo API in-

terface with web crawler, crawling the original microblog 

data between May 15, 2014 and May 22, 2014. After pri-

mary screening, we filter out too simple and meaningless 

microblog text, select the length of 4 characters or more 

microblog text, and obtain the number of forwarding, the 

number of comments, released time, the number of fans, 

the number of user attention, etc. By manual annotation the 

major topics in this period, there are five hot events:"520", 

"hammer phone", "graduation season" and the "Haibo 

Huang event" and "Cannes Film Festival". 

Before the experiment, we process data set with word 

segmentation, removing stop words and POS filtering pre-

treatment, where word segmentation use ICTCLAS, remo-

ving stop word use Chinese stop vocabulary and English 

stop vocabulary, and POS filtering is based on the annota-

tion of word segmentation system. 

5.4 ANALYSIS OF EXPERIMENTAL RESULTS 

Experiment 1. Select the clustering threshold  

For different similarity thresholds, there may be different 
results, so this experiment will use different thresholds to 
compare missing rate, false rate, normalized overhead. The 
comparison results are shown in Figure 1. 

 

FIGURE 1  The comparison of results under different thresholds 

Where the abscissa represents preset clustering thre-

shold, the vertical axis represents the value of missing rate, 

false rate and UC . From Figure 1, we can see that different 

thresholds have a certain impact on the value of missing 

rate, false rate and UC . With the increase of the threshold, 

the three values gradually decreases, but when reaching a 

certain value, the increase of threshold also lead to increase 

of values. When threshold is 0.4, the value of missing rate, 

false rate and UC  is relatively small. Therefore, by compre-

hensively consideration, we determine the cluster threshold 

is 0.4 in this paper. 

Experiment 2. Comparison of classical single-pass 
algorithm and improved single-pass algorithm  

The experiment adopts missing detection price MC =1, false 

detection price FC =0.1, the prior probability P=0.02. This 

paper selects 5 hot topics of experimental data, firstly uses 

the classical Single-Pass algorithm as clustering algorithm 

to detect the hot event, and then compares with improved 

Single-Pass algorithm on the missing rate, false rate and 

normalized overhead. The results are shown in table 1 and 

table 2. 

TABLE 1 Classic single-pass clustering results 

Experimental 
data set 

Cannes 
Film 

Festival 

Haibo 
Huang 
event 

520 
hammer 

phone 
graduation 

season 

Missing rate 0.387 0.301 0.358 0.335 0.357 
False rate 0.035 0.021 0.027 0.029 0.033 

The average 
missing rate 0.348 

The average 
false rate 

0.029 

Normalized 
overhead 0.489 

TABLE 2 Improved single-pass clustering results 

Experimental 
data set 

Cannes 
Film 

Festival 

Haibo 
Huang 
event 

520 
hammer 

phone 
graduation 

season 

Missing rate 0.287 0.226 0.271 0.238 0.265 
False rate 0.021 0.015 0.019 0.018 0.018 

The average 
missing rate 

0.258 

The average 
false rate 0.018 

Normalized 
overhead 

0.346 
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From table 1 and table 2, we can see that the missing 
rate, false rate and normalized overhead obtained by 
classical single-pass algorithm is respectively 0.348, 0.029, 
0.489, the improved single-pass algorithm is respectively 
0.258, 0.018, and 0.346. Thus, the improved single-pass 
algorithm plays good effect on the topic discovery, enhan-
ces the quality of clustering. 

Experiment 3. Topic trend analysis  

Among these identified microblog topics, in order to get 
topic trend change process, this experiment selects "520" 
and "Haibo Huang event" as tracking topics, which are res-
pectively named topic 1 and topic 2. This time window is 
set by the day, so the data set is divided into 8 time win-
dow. According to the formula (9), the strength of each 
topic can be calculated in 8 time window. The experimen-
tal result is shown in Figure 2. 

 

FIGURE 2 The process of topic trend 

As can be seen from Figure 2, in the second time win-
dow, strength of topic 2 is significantly great. In the 6th 
time window, topic 1 begins to increase its strength, and 
becomes a hot topic, although strength of topic 2 is relati-
vely reduced, but its strength is still great, this explains that 
topic 2 has very strong influence and attracts more atten-

tion. In the 7th time window, strength of topic 1 is sud-
denly reduced, when time goes to the 8th time window, to-
pic 1 is almost disappeared, while strength of topic 2 is still 
continuing. 

6 Conclusion 

This paper improves the classic single-pass algorithm, 
before clustering, in accordance with the hit rate of high 
frequency words to sort microblog texts, which enhances 
the clustering quality. Based on the topic identification, 
topic heat evaluation model is created by the number of 
released topic, topic attention degree, the number of topic 
comment, the number of topic forwarding and other fac-
tors. By using this model, hot topics in microblog can be 
found. In addition, through the calculation of topic strength, 
the topic trend change is realized. The experimental results 
are consistent with the actual situation, which indicates our 
method is effective. The next step we will consider how to 
further explore the characteristic of the topic, and to better 
find out the association between topics.  
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