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Abstract 

Two-stage grey support vector machine prediction model (D2GM-SVM) is put forward by analysing the grey model GM , support 
vector machine model (SVM) and one-stage grey support vector machine prediction model((DGM-SVM). The prediction accuracy of 
grey model is improved through two-stage buffer operators D2 to predict the various relevant indexes. At the same time, genetic 
algorithm is used to find the optimal parameters of the support vector machine model, RBF kernel parameter and penalty parameter, 
which are the optimal parameters (c, g). Thus, the regression model of the optimal support vector machine is determined. Finally, the 

final output value is predicted by inputting the predictive value of each index into the support vector machine model. The results 
show D2GM-SVM has a higher prediction accuracy compared with grey prediction model , BP neural network prediction model and 
DGM-SVM in this case, and that grey forecasting model combined with the support vector machine model has practical value in 
solving practical prediction problems. 
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1 Introduction 

In many areas, computer technology, mathematical methods 
and theoretical models are used to predict the future state 
of a given period based on historical data. With a summa-
rization of the extensive literature, there are currently used 
prediction theories such as multivariate linear (nonlinear) 
regression prediction[1], trend prediction[2], Markov 
prediction [3]  and grey prediction[4]. Although there’re 
quite a lot of prediction methods, each method predicts 
from a different point of view with a different scope of 
application. Under a certain specific application back-
ground, the choice of method becomes very difficult, lea-
ding to a more serious prediction error.  

Aiming at the situation, Bates, J.M. and Granger C.W.J. 
proposed a new forecasting method – combination forecast 
[5-8] for the first time in 1969 in their paper. The purpose 
of combination forecast method was to reduce the predict-
tion error of a single prediction model and improve the 
accuracy of prediction with a kind of optimal combination. 
But in the combination forecast model, it was difficult to 
determine the weights of each single prediction model. So 
this kind of combination forecast model highlighted signi-
ficant limitations in practical application. On the other 
hand, these prediction methods were all based on the 
known data of the same index. In practical applications, the 
predicted values were often closely related to many object-
tive factors, as the outcome of combined action of various 
factors. The forecast value affected by objective factors 
should be considered in prediction. 

Support vector machine (SVM) had rapid research and 
development as early as the end of the last century by Vap-
nik [9, 10] and other professionals. It had the perfect theo-
retical basis. Support vector machine was successfully app-
lied to solve the prediction problem.  

Literature[11] choses the most relevant parameters of 
the maximum depth, the maximum tangential stress and 
the uniaxial compressive strength as the input vector of the 

support vector machine to classify the long-term rock burst 
underground caverns. Literature [12] choses the sun set, 
relative humidity and wind speed as the input vector of the 
prediction model and gets the support vector machine 
forecasting model applied to solar power short-term fore-
cast. Literature [13] choses such parameters as the ground-
water depth, irrigation water capacity and evaporation ca-
pacity and adopt support vector machine model for dyna-
mic prediction soil conductivity.  

Literature [14] used support vector machine model to 
predict the sea surface temperature. Literature [15] adopted 
support vector machine to predict air quality parameters. 
Literature [16] combined with fuzzy c – average clustering 
algorithm, support vector machine model and least square 
method to forecast the NOx emission of coal burning 
boiler. The multistage support vector machine model was 
proposed and applied in the clinical charge distribution 
prediction of patients with chronic diseases in Literature 
[17]. The combination model of least squares and support 
vector machine was proposed to predict the concentration 
of CO in air quality [18]. The partial least squares and sup-
port vector machine were combined to construct the linear 
and nonlinear model to predict the quantitative structure-
activity relationship of the distribution behaviour of the 
blood flowing to the brain [19].  

In these studies, the input values of the support vector 
machine are either based on the single historical value of 
one dimensional time series, or are the multi-dimensional 
matrix of multiple affecting factors related to predictive 
value. However, either the establishment stage or the pre-
diction stage of the model is based on the situation   under 
which the input matrix is known or can be measured. In 
practical applications, the predicted values are often clo-
sely associated with multiple objective factors and are the 
outcome of combined action of various factors, so this 
paper does not discuss the case in which the input is based 
on time sequence. How shall we predict with the support 
vector machine when input matrix is still unknown?  
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This paper adopts the two-stage grey prediction model 

and the support vector machine forecasting model (herei-

nafter referred to as D2GM-SVM) to combine a new kind 

of prediction model. It is different from the traditional 

combined forecasting model because each model forecasts 

the results respectively, and then gets final prediction results 

through certain calculation method based on the respective 

prediction results. But, in the new prediction model put 

forward in this paper, the two kinds of forecast models 

complete respectively different types of forecast. First of 

all, we predict the future value of the input matrix by grey 

prediction model. Then we have the value as input of sup-

port vector machine. Finally, we forecast the output of the 

system. The two parts of different predictions have no time 

order and can be parallel. 

2 The Support vector machine 

The support vector machine separates these points of trai-

ning set as far away as possible by constructing the optimal 

separating hyper plane. If the points of training set are 

linear inseparable, the points are mapped from two-dimen-

sional space to high-dimensional space. So, nonlinear pro-

blem is translated into a linear problem as well.  

Set 1 1{( , ),..., ( , )} ( y)l

l lT x y x y x   as sample set, 

among them, , { 1, 1}, 1,...,n

i ix x R y y i l       ;. The 

function of the optimal separating hyper plane is as 

follows: 

s.t. [( ) ] 1, 1,...,i iy w x b i l     . (1) 

After the optimal solution,
* and *b , is obtained 

according to the formula(1). The form of the decision 
function is as follows: 

( ) sgn[( * ) *]f x w x b   .  (2) 

When the points of training set cannot be separated by 
the separating hyper plane, some error is allowed and 
recorded as . At this time, in order to approximate line-
arly separable, the slack variable , 0i i    , as the degree 
of misclassification. At the same time, to ensure the maxi-
mum classification interval, penalty parameter C is intro-
duced as weight to measure the size of the two values. The 
objective function is rewritten into: 

2

1

1

2

l

i

i

w C 


    (3) 

To get the solution of objective function, Lagrange 
function is obtained as follows with Lagrange multipliers

* *, , ,i i i i    : 
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Solving the derivative of the variable , , iw b   and *

i , and setting them equal to 0: 
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The solution of the original problem is converted into its dual form of the solution: 

* * * *
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This is a convex quadratic programming problem. Sol-

ving the formula (6), decision equation is obtained: 

1

( ) sgn[ * *]
l

i i

i

f x y x x b


      (7)  

                        

 

The above are the cases of linearly separable or appro-
ximately linearly separable. If it is a linear inseparable, ker-
nel function satisfying the Mercer conditions is introduced 

and it is transformed into solving the linear problem in 
high dimension space. There are many types of construc-
tion methods of the kernel function, in which the radial 
basis kernel function is widely applied because of its good 
performance[12-14]. So, the radial basis kernel function is 
also adopted in this paper, with the decision function after 
introducing kernel function as follows: 

1

( ) sgn[ * *]
l

i i

i

f x y x x b


      . (8) 
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3 Grey model (GM) 

Grey system[20] studies uncertainty problems such as 

small sample, and poor information under the premise of 

less information. grey sequence generation digs out a regu-

lar data sequence from the disordered raw data samples. As 

for the shock disturbed system, which itself is influenced 

by the external environment and the data is irregular and 

may be changed from time to time, the grey model predic-

tion, will lose its original predictive effect. Then we need 

to find a data pre-processing method, and the generated 

data can reflect the system’s perturbation. In this paper, 

buffer operators [21] are adopted to weaken the system 

disturbance and correct the original data. Thus, the regu-

larity and smoothness of the original data sequence are en-

hanced and the original data sequence is more suitable for 

grey prediction theory. Buffer operator acts on the original 

data sequence for the first time denoted as XD. For the dif-

ferent disturbance system, the forecast effect is not ideal if 

the first generation sequence through buffer operator is 

used. Buffer operator effects on the original data sequence, 

denoted as D.  Finally, the prediction data is reverted. The 

theory basis is listed in the following part: 
Set the original data sequence: 

(0) (0) (0) (0)

1 2( , ,..., )nX x x x  . (9) 

Buffer operator is denoted as D. After Dxx nn
)0()0('  , get the 

new sequence denoted as
)0('X : 

'(0) '(0) '(0) '(0)

1 2( , ,..., )nX x x x . (10) 

Among them: 

2 1
( ) [ ( ) ( 1) ... ( ) ]

1

1,2,...,

x k d x k d x k d x n d
n k

k n

    
 



 . (11) 

The new data sequence generated by first-order buffer 
operator is effected by 1-AGO again and get

)1('X : 

'(1) '(0)

1

1,2,...,
k

k k

i

x x k n


  . (12) 

Among them, 
'(1) '(1) '(1) '(1)

1 2( , ,..., )nX x x x . 
Check the smoothness of generating sequence: 

 

 

 ' 0'(0)

1' 0
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Because the development coefficient, 
(1)

1( )
1 0.5

k

k

k

b

x


 









 , 

depends on the smooth ratio k of the buffer sequence '(1)X  

to a certain extent. 

 

After taking the immediate vicinity of the mean of the 
sequence '(1)X , the sequence is: 

        1 1 1

2 31 , ,..., nZ z z z  . (14) 

Among them,
(1) '(1) '(1)

10.5( , 2,3,..., )n k kz x x k n   . 

The differential equation of 
)1('X  is as follows： 

'(1)

'(1)1

1

dx
ax b

dt
   . (15) 

Obtain the values of a and b by the following formula: 

  1, ( )
T T Ta b B B B Y  . (16) 

Among them:  
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z
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z

 
 
 
 
 
  

    

'(0)

2

'(0)

3

'(0)

n

x

x
Y

x

 
 
 
 
 
  

. (17) 

The final predictive model is: 

'(0) '(1) '(1) '(0)

1 1 1
ˆ ˆ ˆ (1 )( ) , (1,2,..., )ak

i i i

b
x x x e x e t n

a



       .  (18) 

4  Ggrey support vector machine model  
(D2GM –SVM) 

The overall prediction process is divided into two parts 

with a use of multistage grey support vector machine mo-

del, i.e., the prediction of the input value of support vector 

machine and the prediction of the final result. The sample 

data are divided into the input vector X and the output 

vector Y. 

11 12 1
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1 2
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... ... ... ...
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n

n

m m mn

x x x

x x x
X

x x x

 
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 
 
  
 ，

1

2

...

m

y

y
Y

y

 
 
 
 
  
   

Among them, m represents the number of the sample. 

N represents the number of influencing factors related Y. If 

the values of the input vector, 1 2( , ,..., )i i inx x x ,  are known 

,the values of the output vector, , 1,2,...,iy i m , can be 

determined. In this paper, we discuss that how to predict 

the vector, 1 2( , ,..., )i i inx x x , according to the value of the 

input sample before i-1 in the case of unknown input 

values, 1 2( , ,..., )i i inx x x . And then the prediction value of 

1 2( , ,..., )i i inx x x  is used as the input values of support 

vector machine model. Finally, we predict the value of iy . 

As is shown in figure 1, the prediction steps are as follows: 
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Normalization processing

Get a new sequence after 1-AGO 
respectively

Calculate the adjacent mean z(1)(k)

Calculate the corresponding 
prediction model’s coefficients a and 

b

After-test residue checking，take the 
m-stage model that makes X most 

precise  

Predict the value of X

Initialize the parameter(c,g) 

Calculate individual fitness by 
svm

Select

Find the large fitness individuals 
to join the next generation of 
goups, Crossover,Mutation

Calculate the individual’s fitness

       Whether meet the 
termination conditions

Obtain the optimal svm  model 

Output the value of Y
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Y
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buffer operator Dm(m=1,2)

 

Figure 1. Two-stage gray support vector machine forecasting process 

Step 1: Buffer operator D is introduced to pre-process 

the each component, (0)

jX X , 1,2,...,j n  , of the raw 

data respectively. After buffer operator handling, we obtain 

n data new sequences denoted as (1)

jX , in which, (1)

jX  is the 

new data sequence after affected by buffer operator. 

Step 2: Buffer operator D is introduced to pre-process 

the each component, (0)

jX X , 1,2,...,j n  , of the raw 

data respectively. After buffer operator handling, we obtain 

n data new sequences denoted as (1)

jX , in which, (1)

jX  is the 

new data sequence after affected by buffer operator. 

Step 3: The new sequence data, (1)

jX , is obtained 

through 1-AGO of the data sequence (1)

jX . 

Step 4: The adjacent mean of the data sequence
(1,1) (2,1) ( ,1), ,..., t

j j jX X X is calculated, which is denoted as z (1) 

(k). 

Step 5: We need to obtain the values of  the parameter a 

and the parameter b of the each stage corresponding model 

by calculating the differential and derivative of the for-

mula,
       0 1

x k az k b  , to determine the grey 

model DGM. 

Step 6: The original data samples are normalized. 

Step 7: Genetic algorithm (GA) is used to optimize 

parameters for support vector machine model. Firstly, we 

are expected to initialize parameters(c,g) of support vector 

machine. 

Step 8: We calculate individual fitness by svm. 

Step 9: We select. 

Step 10: We find the large fitness individuals to join the 

next generation of groups, Crossover, Mutation 

Step 11: We calculate the individual’s fitness and en-

sure whether its value meets the requirements. And if it 

does, then take the values of the optimal parameters (c,g) 

as the support vector machine model parameters. Other-

wise the algorithm continues iteration. 

Step 12: The predictive value of X in step 6 is identi-

fied as input vector of support vector machine model, and 

ultimately predict the value of Y. 

5 The experimental simulation results 

The mortality of coal million tons is selected as the predic-

tive value. The data samples are from every coal-producing 

provinces (regions) in China. Four indicators are selected 

as the related factors of mortality of coal million tons, 

which are comprehensive mechanized coal mining rate 

(%), mechanized tunnelling rate (%), coal mining mechani-

zation rate (%) and raw coal overall efficiency (t/work). 

More than 200 sample data are selected in the coal-produ-

cing provinces (regions) all over the country from 2004 

year to 2012 year, including Anhui Province, Henan Pro-

vince, Shanxi province, Guizhou Province and other 21 

provinces (regions). Among them, 100 randomly selected 

sample data serve as the training sample, 10 are randomly 

selected as the test sample from the rest of the samples. 

Finally, the use of the model was established to forecast the 

mortality of coal million tons of the next two years 

from2014. 

5.1 EACH INDEX PREDICTION BASED ON DGM 

MODEL 

As for each index in each province (area) as a data sequ-

ence from 2004 year to 2012 year, Dm(m=1,2) is applied to 

act on the four indexes’ values of the sample data, the data 

sequences, XD1,XD2 is obtained. The values of  average 

residual, P and C [20] of predictive models are as shown in 

Table1. 

As can be seen from Table 1, in the case of raw data, the 

four indexes’ average residual is respectively 0.0724, 0.036, 

0.039 and 0.027. In the case of one-stage data XD, the four 

indexes’ average residual is respectively 0.034, 0.024, 0.021 

and 0.148. In the case of two-stage data XD2, the four 

indexes’ average residual is respectively 0.015, 0.052,0.018 

and 0.084. In view of mechanized coal mining rate, 

comparison of X and XD P is with regard to the indicator of 

mechanized mining rate, and the value of P is from 77% up 

to 86%. Comparison of XD and XD2 P is with regard to the 

indicator of mechanized mining rate, and the value of P is 

from 86% up to 91%. Comparison of X, XD and XD2 the 

value of C is respectively 0.08, 0.073 and 0.018. So the 

value of D2GM forecasting model is acquired when 

forecasting the index, mechanized mining rate. In this way, 

the prediction models of these four indicators of the 

mortality of coal million tons are determined. Upon the 

completion of the model with testing samples respectively, 

the results are shown in Table 2: 
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TABLE 1 The value of m of each index 
 

The 

average 

residual

P C
The average 

residual
P C

The average 

residual
P C

The average 

residual
P C

X 0,0724 77% 0,08 0,036 71% 0,1 0,039 80% 0,105 0,027 75% 0,076

XD 0,034 86% 0,073 0,024 93% 0,058 0,021 94% 0,052 0,148 70% 0,801

XD2 0,015 91% 0,052 0,018 95% 0,051 0,011 95% 0,043 0,084 81% 0,721

Raw coal overall efficiency 

(%)

Buffer 

operator 

Mechanized coal mining rate 

(%)
Mechanized drivage rate (%)

Coal mining mechanization rate 

(%)

 

TABLE 2 Model test 

The 

average 

residual

P C
The average 

residual
P C

The average 

residual
P C

The 

average 

residual

P C

1 0,047 78% 0,05 0,338 81% 0,13 0,501 81% 0,53 0,021 87% 0,054

2 0,025 80% 0,081 0,476 81% 0,812 0,724 80% 0,068 0,124 76% 0,435

3 0,031 81% 0,071 0,487 82% 0,843 0,705 82% 0,034 0,074 81% 0,467

4 0,032 82% 0,063 0,532 86% 0,902 0,624 80% 0,081 0,038 70% 0,435

5 0,019 82% 0,087 0,093 77% 0,911 0,754 80% 0,068 0,072 78% 0,651

6 0,052 70% 0,077 0,452 83% 0,876 0,712 80% 0,051 0,018 82% 0,425

7 0,017 82% 0,086 0,512 78% 0,831 0,724 87% 0,074 0,075 83% 0,075

8 0,022 78% 0,11 0,432 80% 0,809 0,714 90% 0,084 0,048 87% 0,084

9 0,035 83% 0,099 0,418 89% 0,17 0,712 82% 0,061 0,047 83% 0,071

10 0,051 85% 0,081 0,376 84% 0,105 0,665 83% 0,181 0,042 81% 0,042

Average 0,0331 80% 0,081 0,4116 82% 0,639 0,6835 83% 0,123 0,0559 81% 0,274

Mechanized coal mining rate 

(%)
Mechanized drivage rate (%)

Coal mining mechanization 

rate (%)

Raw coal overall efficiency 

(%)

 

 

What is shown in Table 2:  

When the trained D2GM model is used to predict the 

four indicators of the mortality of coal million tons, the 

results are as follows.  The average residual errors of four 

indicators are 0.0331, 0.4116, 0.6853 and 0.0559 respecti-

vely. Their average accuracy is 80%, 82%, 83% and 81% 

respectively. Their variance ratio is 0.081, 0.639, 0.123 and 

0.274 respectively. The prediction accuracy can reach 

more than 80%. The model prediction accuracy is higher, 

so D2GM forecast model is feasible and effective in the 

index of the mortality of coal million tons prediction. 

5.2 GA-LSSVM PREDICTION MODEL 

Genetic algorithms (GA) is first proposed by John Holland 

in the 1860s. The intelligent search of genetic algorithm is 

adopted in the process of parameter selection of support 

vector machine algorithm in this paper and find the optimal 

parameter. Looking for the optimal support vector machine 

model for the sample of the coal mine. By comparing with 

grid search algorithm, genetic search algorithm can quickly 

obtain the satisfactory parameters. 

SVM model includes the qualitative options and quan-

titative options. The former includes how to identify spe-

cific support vector machine algorithm and Kernel. The 

latter is support vector parameter selection. LSSVM para-

meter choice includes: kernel function parameters and the 

error penalty parameter. The error penalty parameter of 

different SVM is named different. The name of different 

kernel function parameters is not the same. However, the 

role and significance is both the same. For convenience of 

description herein, penalty parameter and kernel para-

meters are expressed using γ and σ. 

Kernel parameter selection of least squares support 

vector machine is directly related to the learning perfor-

mance and generalization ability of least squares support 

vector machine. The parameter selection methods com-

monly used are mainly cross-validation method and nu-

clear calibration. Cross-validation method requires a lot of 

computing, to determine the optimum parameters. Espe-

cially when the number of parameters is large, it will take a 

lot of time to strike the optimal solution. Nuclear calibra-

tion method is related to much knowledge and research of 

nuclear matrix, so it is more difficult to achieve it. To com-

pensate for the insufficient of existing parameter selection 

algorithm, the SVM model predicts the gas level with the 

genetic algorithm. The algorithm is not only able to achie-

ve a global search, and search speed can be guaranteed. 

The practical application shows: the improved support 

vector machine parameters selection algorithm based on 

genetic algorithm can get optimal operating parameters of 

non-stationary time series and nonlinear prediction model. 
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It is a proven method of selecting SVM kernel parameters. 

Optimizing process shown in Figure 2. 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure2 Optimization process of GA-SVM 

5.3 SVM PREDICTION MODEL 

LIBSVM tool is adopted in training and testing SVM 
prediction model of the mortality of coal million tons. 
Selection of support vector machine model is mainly about 
the selection of nuclear parameters and penalty parameters. 
The common RBF kernel function is adopted in the paper. 
The particle of swarm optimization (PSO) is used for 

parameter selection with cross validation method. Mean 
square error (mse) of the mortality of coal million tons is 
selected as the fitness function. A search of time and root 
mean square error of particle of swarm optimization, grid 
algorithm and genetic algorithm are shown as table 3. 
Through the comparison of table 3, particle of swarm 
optimization has minimal root mean square error, and is 
faster convergence to the optimal solution in this example. 
In this model, the optimal parameters(c, g) of PSO are 
(77.654, 0.09541) as the best parameters of support vector 
machine model. 

TABLE 3 Forecast result 

Homing 
algorithm 

penalty 
parameter 

Kernel 
Parameter 

Search 
time 
(sec) 

mean 
square 
error 

GS 2 0.125 13.5194 0.1652 

GA 66.325 1.2541 20.201 0.2541 

PSO 
77.654 0.09541 8.2541 0.0954 

 
The average absolute error of the training samples is 

0.09215 when the trained support vector machine model is 
used to predict  the training sample data. The square corre-
lation coefficient is 1.54. The mean square error is 0.0541. 
In order to validate SVM model, 20 test samples is selected 
and divided into 2 groups with prediction results shown in 
Table 4 and Figure 3. In first group, the average relative 
error of test samples is 0.0292. The maximum relative 
error is 0.068. The minimum relative error is 0. In second 
group, the average relative error of test samples is 0.1. The 
maximum relative error is 0.084219. The minimum rela-
tive error is 0.0027.From the forecast results of test samp-
les, the error is smaller and prediction is effective with 
support vector machine model. 

 

TABLE 4 Test sample prediction error 

1 2 3 4 5 6 7 8 9 10

actual 
value 1,024 1,654 0,953 0,552 2,412 6,287 8,654 0,541 2,257 6,21

predicted 
value 1,004 1,587 0,912 0,547 2,421 6,387 8,657 0,5748 2,1045 6,021

error 0,02 0,067 0,041 0,005 -0,009 -0,1 -0,003 -0,0338 0,1525 0,189

relative 
error 0,020 0,041 0,043 0,009 0,004 0,016 0,000 0,062 0,068 0,030

accuracy 0,995 0,9691 0,9964 0,5481 0,9802 0,9755 0,969 0,7928 0,9352 0,9596

actual 
value 3,332 1,237 0,357 0,542 4,257 6,354 3,574 2,745 1,786 4,572

predicted 
value 3,341 1,241 0,362 0,245 4,572 6,853 3,875 2,746 1,542 4,875

error 0,009 0,004 0,005 -0,297 0,315 0,499 0,301 0,001 -0,244 0,303

relative 
error 0,00270108 0,00323363 0,014005602 0,54797048 0,073995772 0,078533207 0,084219362 0,000364299 0,136618141 0,066272966

accuracy 0,985 0,945 0,996 0,574 0,982 0,485 0,687 0,954 0,86 0,88

first

 group

second
 group

 

5.3 METHOD COMPARISON 

With a selection of  data samples of the mortality of coal 
mine one million tons from 21 provinces (regions) in 2012, 
a respective forecast was conducted with the proposed grey 
support vector machine forecasting model DGM- SVM, 
GM  and BP neural network combination forecast model 
respectively. The forecast results are shown in table 5. In 
Table 5, the average relative error is 8.54% with D2GMSVM 
model.  And the maximum prediction error is 9.85%. The 
mean square error is 6.54%. The average relative error is 

25.48% and the maximum prediction error is 14.27% with 
GM (1, 1) model. The average relative error is 14.57% 
with BP neural network model. And the maximum predic-
tion error is 13.54%, the mean square error is 17.57. The 
average relative error is 9.54% with DGMSVM model. 
And the maximum prediction error is 10.25%, the mean 
square error is 7.841.The prediction error of model D2GM 
– SVM is least.  It is the closest to the axes 0. Through 
comparison and analysis, the accuracy of forecasting 
model D2GM -SVM is superior to the BP neural network 
combination forecast model and GM (1, 1) model. 

begin 

Initialize individuals and produce populations (c,g) 

compute individual fitness by SVM training algorithm 

    Select 

Find the large fitness 
individuals to join the next 

generation of groups 

Crossover  Mutation 

compute the individual's fitness by SVM training algorithm 

Whether the 

termination 

condition is 

satisfied 
Decode, regression prediction with the resulting parameters (c, g)  

yes 

no 

end 
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TABLE 5 Error value contrast 

prediction 

model
D2GM-SVM GM

BP neural

network
DGM-SVM

average 

relative error
0,0854 0,25476 0,14572 0,0954

maximum 

prediction 

error

0,0985 0,14265 0,13542 0,1025

mean square

error
0,0654 0,09574 0,17567 0,07841

 

6 Conclusion 

Two-stage grey support vector machine forecast model 
(D2GM-SVM) is put forward in this paper to avoid the 
limitations of single prediction model. Each relevant 
indicator of the predictive value is forecasted with two-
stage grey forecasting model (D2GM), with the following 
input of the support vector machine. At the same time, the 
radial basis kernel parameter and the punish parameter of 
SVM are optimized by the genetic algorithm to get the 
optimal parameters (c,g) and to determine the best support 
vector machine model. Finally, the each index value is as 

the input of SVM model to finish prediction process. A 
Prediction of the index value with one-stage grey forecas-
ting model and training support vector machine model can 
be established in parallel. Examples prove that DGM-SVM 
has the smallest average relative error, prediction error and 
mean square error, with a higher prediction precision than 
the single prediction model, such as the original grey 
model GM (1,1) and BP neural network model. It shows 
that the proposed one-stage grey support vector machine 
prediction model DGM-SVM is effective and feasible. 
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