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Abstract 

Cloud computing is a technology which is growing faster day by day and applied in various fields 
such as in industry, commerce, and research. Handling resources and the task according to the need of 
user is the current major issue. In cloud environment when users submit their task, it selects the best 
virtual machine on which the task can execute. Considering the commercialization and virtualization 
aspect of the Cloud Environment, this paper proposes an algorithm for Job scheduling which ensures 
fairness of the resource allocation according to the Quality of service. It mainly focuses on two 
problems. One is the selection of virtual machine(s) which are eligible to execute the task. Another 
problem is justification of the task according to the quality of service. Our approach simplifies the 
complexity of the algorithm and reduces the overhead associated with selecting appropriate and 
justified virtual machine for a given task. It ensures the fairness of the resource allocation for each 
classified task and also justifies the overall system allocation. Further, it uses fuzzy logic to adjust the 
general expectation vector of the task based on the fairness of the allocation of resource.  
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1 Introduction 

Cloud computing is a subscription based service like pay-
as-you-go model which delivers software, infrastructure and 
the platform kind of services. These services are called as 
the Infrastructure as a service (IaaS), Platform as a service 
(PaaS), and Software as a service (SaaS) in the industry as 
shown in figure 1. Cloud computing is introduced to reduce 
the cost of the hardware and software. It also aims to make 
the next generation data center more powerful so that it will 
provide dynamic and flexible services to the consumer. 
Deployment of cloud computation makes the industry 
stronger and also gives the time to focus on innovation and 
creativity. This will lead the IT services to the different level 
and will help in developing the world [3]. 

Cloud computing is an evolution of the parallel 
computing, grid computing, and distributed computing. It 
deals with trading the resources in an efficient way 
according to the need of the user. Also, it is a large scale of 
heterogeneous resources that resides in the datacenter. The 
virtualization ability of the cloud computing hides the 
heterogeneity of the resources which makes it different from 
other computing introduced previously. The other feature 
such as user-oriented approach which gives the services as 
per need of the user and virtualization technology which is 
used to pack the resources makes it scalable and flexible.  

The working of the cloud computing is to dispatch the 
tasks to the pool of resources which consists of several 
computers. It provides various services including storage, 
power, and several software services according to the need 
of the task [1, 2]. The business and virtualization technology 
used by the cloud computing has taken the technology to the 
new heights. As an example, it leaves the responsibility of 
resource allocation to the virtualization of virtual machine 
layer. Further, it pays more attention to the fairness of the 

resource allocation, likewise, various new features are 
introduced in cloud computing.  

 
FIGURE 1 Architecture of cloud computing 

This paper is organized into various parts. Section II is 
related work. Section III gives the description of the job 
scheduling algorithm based on fuzzy logic. Section IV 
describes the performance and result analysis. Section V 
provides the future work and conclusion.  

2 Related work 

Resource allocation of tasks has been core research topic 
hence there are plenty of papers published in this area. To 
use the technology of virtualization and allocation of 
resource efficiently, job scheduling algorithm plays an 
important role. There are various algorithms, strategies, and 
techniques proposed in past decade. Berger model [4] is 
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introduced for the first time which discussed the fairness of 
the allocation of the task. This Algorithm based on Berger 
Model is taken from the Social theory of distributive justice. 
It established the dual constraint in which the tasks are 
classified according to the Quality of service parameters and 
define the justice evaluation function to judge the fairness in 
an allocation of the resource.  

Bag of Tasks [5] schedules multiple applications which 
are a set of identical and independent tasks that runs on a 
heterogeneous master-slave platform. The goal of this 
algorithm is to minimize the ratio between the actual time 
taken by the task to execute in a system and the time taken 
to the task if executed alone. Next, workflow based 
scheduling algorithm [6] is introduced to find the solution 
that considers the user Quality of service of the task 
according to the preference of the user. Work provides the 
scheduling of the workflows that shows the significant 
improvement in the utilization of the CPU. This algorithm 
shows improvement in efficiency along with the fairness in 
the allocation of the task. 

Previously papers have covered the efficiency of the 
resource allocation schemes but the fairness is missed out in 
most of the approaches. Those approaches who have 
considered the fairness of these resource allocation schemes 
suffer from the performance issues. Hence, this paper has 
proposed job scheduling algorithm which mainly resolves 
the problem of fairness while allocating jobs efficiently. 
Allocation of the jobs according to the Quality of service 
requirement of the user is one of the major issues in cloud 
computing, tasks are submitted to the virtual machine 
according to the availability of the resource. This paper 
introduces an algorithm which is used to evaluate the 
justification of the allocation of the task and adjusts the 
general expectation vector of the task. This paper uses fuzzy 
logic which helps in adjusting the general expectation vector 
of the task. It evaluates the fairness of the individual task as 
well as for classified task. Judging the fairness involves the 
justice evaluation function (JEF) which calculates the 
fairness of the allocation of the task [4, 7, 8].  

Cloud computing is a pool of resources which consist of 
several virtual machine in the datacenter. Selecting an 
appropriate virtual machine is typical because there are 
thousands of virtual machines in a particular datacenter. To 
reduce the overhead of selecting it we have proposed a 
formula to deduce a set of the virtual machine(s) eligible to 
execute the task. It reduces the complexity of the algorithm 
and helps in getting better completion time and response 
time of the task which results in a better performance of the 
system that improves efficiency. 

3 Proposed approach 

In this paper, fairness constraint of the allocation of resource 
is served by the general expectation vector of the task. 
Task’s general expectation vector is defined according to the 
classification of the task. The classification of the task is 
performed according to the quality of service (QoS) 
parameter of the task. These QoS parameters are 
Completion time (CT) and Bandwidth (BW).  

The general expectation vector of class type task I is: ei 

= [ei1,ei2,ei3] and,  

∑  𝑒𝑖𝑗 =
3 
𝑗=1 1, [4] 

where ei1 = Weight of Number of CPU, Ei2 = Weight of 
Memory, Ei3= Weight of Bandwidth.  

Justice evaluation function of the task is calculated by 
the ratio of the actual reward to expected reward. If the result 
is more than one that means the task is executed gets more 
resource than it needed. If the value is less than one, it 
represents resource allocated is less than needed for the task. 
The resource is justified when the value of the justification 
evaluation function is one. 

Justice evaluation function Ji for the task i: 

Ji = Ɵ ln AR/ER, eq(1) [8] 

where AR is an actual resource allocated to the task and ER 
is an expected resource by the user. 

The algorithm starts with the classification of the task 
according to the need of the user. Later, Actual execution 
time (AET) of the task is calculated using the file length of 
the task (FL) and the Million of Instruction per second of the 
Virtual Machines (MIPS). Now to select the machine(s) 
eligible for the execution of the task we compare it to the 
Actual execution time (AET) with the expected execution 
time (EET) along with this we need to compare the memory 
required by the task (MRT) and the memory size of the 
virtual machine (MVM). Similarly, the bandwidth required 
by the task is also compared with the bandwidth of each 
virtual machine. The number of tasks requirement of 
completion time is denoted as k and the number of tasks user 
requirement Bandwidth is l. Now justification of each class 
type is calculated using  𝐽𝐶𝑇𝑖  and 𝐽𝐵𝑊𝑖 . The Justification 
bandwidth of the completion time requirement of the task 
and the completion time of the bandwidth requirement of 
the task is assumed as 0.9. Now, to get the better 
mathematical association we have fuzzified  𝐽𝐶𝑇𝑖 and 𝐽𝐵𝑊𝑖 
parameters using Mamdani Fuzzy inference system. It is 
passed with the rules base which is in the form of if..else rule 
shown in table 1and 2. Table 1 is a rule base for the task 
whose user requirement is completion time and table 2 is the 
rule base for the task whose user requirement is bandwidth. 
Defuzzification is performed using centroid method which 
is used to give the result in the range [0,1]. Now, Output 
after the defuzzification denoted with F_out is used to adjust 
the General expectation vector of classified tasks. The value 
used for adjusting the vectors are α0 = 0.2, a = 0.1 and b=0.2. 

ALGORITHM  

BEGIN 

STEP 1: Let the set of virtual machine in the 

environment of cloud computing is 

              VM= VM1........VMm 

STEP 2: Classify the task according to the Quality 

of service          parameters of the user. 

STEP 3:  Calculate the Actual Execution time 

(AET) of the task i. 

                AET = 
𝐹𝐿

𝑀𝐼𝑃𝑆
 

STEP 4: Produce the set of Virtual Machine which 

is eligible     to     execute the task i.  

              If QoS = CT. 

              { 

               If MRT<MVM && AET<=EET 

                { 
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                 Add VM to the VMi list   

                 } 

               } 

               If QoS = BW 

              { 

               If (BWi<BWvm) 

                { 

               Add VM to the VMi list   

                } 

              } 

      VMi={VM1………VMt}  

       Where, t<m 

STEP 5: Normalize the virtual machine using the 

equation (2) to map it with the initial general vector 

of the task. 

STEP 6: Calculate the Euclidean Distance of the 

virtual Machine. 

STEP 7: Repeat from STEP 4 and STEP 5 for each 

task. 

STEP 8: Evaluate the Justification Evaluation 

Function of task i using eq (1) for type 1 of the task. 

𝐽𝐶𝑇 =∑
𝐴𝑐𝑡𝑢𝑎𝑙𝐶𝑇
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝐶𝑇

𝑘

𝑖=1

 

Similarly, for the type 2 of task,  

𝐽𝐵𝑊 =∑
𝐴𝑐𝑡𝑢𝑎𝑙𝐵𝑊
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝐵𝑊

𝑙

𝑖=1

 

STEP 9: The parameter 𝐽𝐶𝑇𝑖  and  𝐽𝐵𝑊𝑖 are taken 

as the input. For implementing parameters in fuzzy 

inference system, we are using following steps. 

Define a rule base which is a set of if...else rules. 

𝑅 = {𝑅1, 𝑅2, 𝑅3, … , 𝑅𝑠}. 
Fuzzify the input parameters using triangular 

membership function 𝜇(𝑣). 
𝜇(𝑣) → [0, 1] 

𝜇(𝑥) =

{
 
 

 
 

0, 𝑣 ≤ 𝑝
𝑣 − 𝑝

𝑟 − 𝑝
, 𝑝 ≤ 𝑣 ≤ 𝑟

𝑞 − 𝑣

𝑟 − 𝑞
, 𝑟 ≤ 𝑣 ≤ 𝑞

0, 𝑞 ≤ 𝑣

 

Where,  
𝑥 = {𝐶𝑇, 𝐵𝑊}                   

Apply the inference on rule base based on the 

values of fuzzified input parameters. 

𝑅i:   

𝑖𝑓(𝐿,𝑀,𝐻) 𝐴𝑁𝐷 𝑖𝑓(𝐿,𝑀,𝐻) 𝐴𝑁𝐷 𝑖𝑓(𝐿,𝑀,𝐻) →
𝑇_𝑜𝑢𝑡(𝐿,𝑀,𝐻). 

𝐿 → 𝐿𝑜𝑤,𝑀 → 𝑀𝑒𝑑𝑖𝑢𝑚,𝐻 → 𝐻𝑖𝑔ℎ 

Generate 𝐹_𝑜𝑢𝑡(𝐿,𝑀,𝐻) → [0,1]. 
Defuzzify the produced 𝐹_𝑜𝑢𝑡 by FIS using 

centroid method, 

𝐹_𝑜𝑢𝑡 → [𝐹min , 𝐹max] 

STEP 9: Adjust the General Expectation Vector of the 

task by using the output of the fuzzy inference system 

for each classified task. 

∝ = ∝0−  𝑎(𝐹_𝑜𝑢𝑡 − 𝑏) 
END 

TABLE 1 Rule base for the task which requires Completion time as QoS 

parameter 

S. no. 
Justification 

Completion time 

Justification 

Bandwidth 

Output 

(F_out) 

1 LOW HIGH MEDIUM 

2 MEDIUM HIGH MEDIUM 

3 HIGH HIGH HIGH 

TABLE 2 Rule base for the task which requires Bandwidth as QoS 

parameter 

S. no. 
Justification 

Completion time 

Justification 

Bandwidth 
Output 

1 HIGH LOW MEDIUM 

2 HIGH MEDIUM MEDIUM 

3 HIGH HIGH HIGH 

4 Performance analysis 

The performance of this algorithm is simulated on 
CloudSim Platform [9]. CloudSim is simulation software 
which is introduced by University of Melbourne in 2009. 
There are four levels in this framework that includes 
GridSim, CloudSim, SimJava, and UserCode. The 
implementation of the proposed algorithm is performed in 
CloudSim layer and simulation program in UserCode layer. 
The proposed algorithm is added in CloudSim by 
overloading bindCloudletToVM() method of the 
DatacenterBroker class. Cloudlet class is also extended by 
adding two variables such as expectation completion time 
and expectation bandwidth and four methods are used to get 
and set the value of these variable. The fuzzy logic is applied 
using MATLAB. It has the Fuzzy inference engine which is 
used to fuzzify and defuzzify the parameters.  

The value of the expectation vector of the class 1 type of 
task is initially taken as e1 = [0.7, 0.1, 0.2] and the 
expectation vector of the class 2 type task is e2 = [0.3, 0.2, 
0.5]. e1  and e2 are empirical value and are determined in the 
same experimental environment. To create a cloud 
computing scenario we have taken data which is listed in 
table 3 and 4. In table 3, 0 to 3 tasks are class 1 type of task 
and 4 to 7 are class 2 type of task. Table 3 is the set of the 
virtual machine which has different preference and 
performance, data is listed in the table. 

Figure 2 and figure 4 is a rule base for the class 1 and 2 
type of task in MATLAB, respectively. Similarly, Figure 3 
and figure 5 shows the surface view in MATLAB for class 
1 and class 2 type of task. 

Algorithm 1 is Fuzzy based job scheduling algorithm. 
Algorithm 2 is job scheduling algorithm based on Berger 
model. Execution time of task attained by the comparative 
analysis of result after simulation is demonstrated is figure 
6. Overall, after execution, it is noted that efficiency of the 
algorithm 1 is better than algorithm 2. Task 0-3 prefers high 
computing power. Also, the completion time of Algorithm 
1 is better than algorithm 2. 

TABLE 3 Virtual machine parameters 

VMid CPU Memory Bandwidth 

0 4 2048 1200 

1 2 1024 3000 

2 2 1024 1000 

3 1 512 1200 
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FIGURE 2 Rule base for the class 1 type of task in MATLAB FIGURE 3 Surface View of the parameters in MATLAB for class 1 type 

of Task 

TABLE 4 Task Parameters 

CloudletId Classtype Length File_size Output_size Expectationtime ExpectationBW 

0 1 4000 2500 500 400 – 

1 1 3000 2000 400 200 – 

2 1 2000 800 300 150 – 

3 1 5000 5000 2000 500 – 

4 2 2000 800 300 – 2000 

5 2 3000 2000 400 – 3000 

6 2 800 300 300 – 1200 

7 2 2500 1000 500 – 2000 

 

 
 

FIGURE 4 Rule base for the class 2 type of task in MATLAB FIGURE 5 Surface View of the parameters in MATLAB for class 2 type 

Task 

 

Figure 7 presents the comparison of the Justification of 

user task (J value). J value 0 means the allocation of the 

resource achieved by the user task are stable with their 

expectation. J >0 refers that the user achieved resources are 

higher than its expectation. J<0 refers that the user doesn’t 

meet its expectation. Clearly, Algorithm 1 provides more 

satisfaction than Algorithm 2. 

 
FIGURE 6 Task Execution time comparison 
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FIGURE 7 User Satisfaction 

Class 1 type of task is for the high computing power 

hence, demands earliest completion time. Figure 7 shows 

the comparison of the CPU number of the allocated virtual 

machine for the first type of task. Overall, First algorithm 

ensures better high performance computation to the task 

which meets task preference with fairness. 

 
FIGURE 8 Comparison of the first type of task 

 
FIGURE 9 Comparison of the Second type of task 

Class 2 type of class prefers high bandwidth, which 
includes task 4-7. Figure 8 shows the comparison of the 
allocated bandwidth of the virtual machine for the second 
type of task. Evidently, Algorithm 1 meets better 
preferences of task with better fairness. 

5 Conclusion and future work 

In this paper, expectation vector of the task is adjusted using 
fuzzy logic so that that the fairness in the allocation of the 
task can be performed. Scheduling algorithm is 
implemented and verified using extension of CloudSim. The 
results are compared with the Berger model which shows 
that the proposed algorithm performs better. It also shows 
better mathematical association between the parameters to 
adjust the expectation vector of the classified task. Proposed 
approach also performed modification in selection of 
supported virtual machine for a particular task that increased 
the efficiency of the system.  

Further, for accurate results we can use the neural network 
for quality of service vector of the task to adjust the expectation 
vector. This will give a better mapping between the task and 
resources and fairer value of the general vector of the task.  
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