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Abstract

With the high speed economic development of China, the number of private cars is also increasing rapidly. However, car emission has an important influence for air pollution; it needs to consider controlling private cars demand when the government makes automotive industry’s strategy. It should forecast the future private car accuracy. In this article, a combined forecasting model with simulate anneal algorithm optimizing weights of private car is carried out. The proposed model can improve the performance of each single forecasting model such as regression, Grey and SVM. Finally, a case study with Chinese private cars number is presented, and the results are shown that the proposed model is superior to each single model.
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1 Introduction

In recent years, with the growing improvement of people's living conditions, car as a convenience transport tool is also increasing rapidly. Up to now, a households, living in a big city, especially in Beijing, Shanghai, Guangzhou and so on, almost has a car. The cars industry helps people shorten their travel time, improve the traffic efficiency and boost national economic development, however, the consumer fossil energy by cars are also producing the air pollution gas, which is attracting the attention of many people. Recently, fog and haze weather frequent appears in Beijing after 2013, it gives the health of people a great threat, one of the reasons is mainly by the car’s gas emissions, which contain solid particles, COx, SOx and other pollution particles. The fuel cars are changing an air pollution source threat of a city’s sustainable development.

Personal private cars need to control to reduce the air pollution, and the number of ownership is a key problem to deal with. It is important for car industry’s planning, demand analysis and policy reference. Some scholars have been studied the ownership’s forecasting problem. They uses artificial neural network[1-2], Particle Swarm Optimization Algorithm[3] and Time Series forecasting[4] method to forecast car ownership or electric vehicle’s number. Other researchers study the relationship between the social or environment influence and the hybrid or electric cars[5-7]. Other researchers build a model to predict the cars market size. However, all of these studies try their best to use a single forecasting model to deal with the car’s ownership or market size problem. Consequently, it is very important to choose a combined model to enhance the forecasting accuracy. The combined forecasting model option is generally composed of two or more forecasting models. By means of endowing each model with certain weight, the combined forecasting model is regarded as an ideal option to solve the accuracy problem as described above.

As the theoretically prove, a combined model’s accuracy should higher than each single model which is included in the combined model. This paper propose a combined model with simulate anneal algorithm optimizing weights to forecast the private car ownership number of China. And the combined model contains the traditional forecasting model like regression, Grey and the intelligence forecasting model like SVM.

2 A combined forecasting model with simulate anneal algorithm

2.1 DESCRIPTION OF COMBINED FORECASTING MODEL

Suppose that \( f_i \) represents predictive results of the \( i \) method and \( w_i \) stands for the weight of \( i \) method. Then, the combined forecasting model can be expressed by:

\[
\hat{y} = \sum_{i=1}^{n} w_i f_i
\]  

(1)

where, \( y \) stands for the actual data and an optimization problem of the combined model needs to satisfy the following Equation 2.

\[
\text{Min} : \text{MSE}(y - \sum_{i=1}^{n} w_i f_i)
\]  

(2)

\[a.\sum_{i=1}^{n} w_i = 1; w_i \geq 0\]

The key factor of the combined model is to determine the weight. The methods of setting up weight coefficient, according to the rule whether the weight is the function of time or not, can be divided into fixed weight method and transformable weight method. Owing to the stationary of weight coefficient, the fixed weight determined model is identified as the most universal and popular method in reality. In addition, this method is suitable for using intel-
ligence algorithm such as genetic algorithm, particle swarm optimization to solve the problem of the weight assignment.

2.2 OPTIMIZING WEIGHTS WITH SIMULATE ANNEAL ALGORITHM

Simulated annealing (SA) algorithm is an iterative solution strategy on the random search algorithm; it is based on the physical annealing process of solid material and the general similarity of combinatorial optimization problems. The name and inspiration come from annealing in metallurgy, a technique involving heating and controlled cooling of a material to increase the size of its crystals and reduce their defects. The heat causes the atoms to become unstick from their initial positions and wander randomly through states of higher energy; the slow cooling gives them more chances of finding configurations with lower internal energy than the initial one. The principle can be described as follows:

At $t$ temperature, a new state $j$ generated by the current state $i$, and then energy is $E_i$ and $E_j$, respectively, if $E_i < E_j$, the current state $j$ is accepted, otherwise, it need consider whether the state is the "important state", it determined by the probability. If the probability $p_i = \exp(-E_i - E_j / kT) > \text{random}(0,1)$. $(k$ is the Boltzmann constant, random [0,1] expresses that the [0,1] is generated by a probability distribution of random numbers), it is still accepting new state for the current state $j$, otherwise, accepting state $i$. Repeat this process, the system will tend to stay at the lowest energy at the temperature.

The basic simulated annealing (SA) algorithm is as follows:

Step 1. Initialization. Given the scope of model for each parameters, randomly selected an initial solution $x_0$, and calculate the corresponding target value $E(x_0)$; set the initial temperature $T_0$, final temperature $T_f$, make a random number $\varepsilon \in (0,1)$ as a probability threshold, set the cooling function $T(t+1) = \gamma \cdot T(t)$, in which, $\gamma$ is annealing coefficient, $t$ is the number of iterations.

Step 2. At a certain $T$ temperature, make a perturbation $\Delta x$, then a new solution is $x = x + \Delta x$ produced, calculate the difference $\Delta E(x) = E(x) - E(x^*)$.

Step 3. If $\Delta E(x) < 0$, $x^*$ is accepted; if $\Delta E(x) > 0$, $x^*$ is accepted by probability $p = \exp(-\Delta E / K \cdot T)$, $K$ is a constant and usually taken the value 1. If $p > \varepsilon$, $x^*$ is accepted. When $x$ accepted, $x = x^*$.

Step 4. In a certain temperature, repeat steps 3.

Step 5. Reduce the temperature $T$ by slow cooling function.

Step 6. Repeat steps 2 to step 5, until the condition is meet.

Base on the principle of the simulation anneal algorithm, a novel method of Combining simulate anneal method with optimal a combined forecasting weights in car’s ownership prediction is proposed as follows:

Step 1. Initialization

Using simulated annealing algorithm to randomly give an initial weight of the combined model, set the initial temperature $T_0 (T_0 > 0)$, the basic steps $V_0$, testing accuracy $\varepsilon$, test sample stability threshold $N_0$, and the annealing ending threshold $I$. Calculate $f(X_0)$, make $X_{opt} = X_0, f_{opt} = f(X_0)$.

Step 2. Using simulated annealing algorithm to determine the weight of the combined model automatically. If the result does not meet the accuracy, use $Y_i = X_i + \eta \cdot V_0$ to generate a new dynamic point, in which, $\eta$ is the control of disturbance ratio constant, $\gamma$ is Cauchy random disturbance and $V_0$ is the step value.

Calculate $f(X_0)$.

If $f(Y_i) \leq f(X_0)$ then $f(X_{opt}) = f(Y_i)$, otherwise, calculate $P = \exp((f(X_0) - f(Y_i)) / T_0)$, if $PP \leq P$, then $X_{opt} = Y_i, f(X_{opt}) = f(Y_i)$, otherwise, $X_{opt} = X_i, f(X_{opt}) = f(X_i)$.

Step 3. Update the weights

If $f(X_{opt}) < f_{opt}$, then $X_{opt} = X_{opt}, f_{opt} = f(X_{opt})$, $m = 0$, otherwise, $m = m + 1$.

Step 4. MetroPolis’ sampling Stability Criteria

If $m < N_0$, then $i = i + 1$, and turn to step 2; otherwise, $m = 0$.

Step 5. Annealing ending discrimination

If $f_{opt} > T_{k1}$, then $i_k = i_k + 1$, otherwise, $i_k = 0$. If $i_k \geq I$ or $f_{opt} < \varepsilon$, annealing finishes, otherwise, go to step 6.

Step 6. Annealing method

If $f_{opt} > \delta \ell_{k}$, then $T_{k1} = T_{k1} / ((\text{func} \_\text{call} )$ to anneal, otherwise, according $T_{k1} = r_k \cdot T_{k1}$ to anneal, set $k = k + 1$, and go to step 2. Where $\text{func} \_\text{call}$ is the objective function using times and $0 < r_k < 1$.

3 An empirical example

According to the statistic data about China’s car industry Yearbook, the ownership number of private car can be obtained from 1999 to 2012, which is shown in Fig.1.
It can be observed that the curve has an increasing linear tendency. Therefore, the regression model is chosen as a constitution of the combined forecasting model. In addition, the models of grey forecasting model GM(1,1) and support vector machine (SVM) are pitched on in consideration of their popularity as form a combined model. In SVM forecasting model, the input variables are also expressed as $x_{t,1}$, $x_{t,2}$ and $x_{t,b}$, and the output node is also $x_t$, and its parameters use the default values of libsvm software package. The forecasting results and the combined model with simulate anneal algorithm optimized weights are shown in Table 1.

Judging from the determined weight of simulate anneal algorithm, we can infer that SVM model gets the maximum weight, followed by regression. The GM(1,1) model’s weight is the minimum. Generally speaking, the better the performance is, the greater the weight is. And the weight optimized by simulate anneal algorithm is also proven it; the performance of the proposed model is the best one.

### 4 Conclusions

The combined model applied in this paper is an integrated method, which is composed of regression model, GM(1,1) model and SVM model. By means of simulate anneal algorithm, a more reasonable weight coefficient can be obtained and the predictive effect, in allusion to college employment population, tends to be accurate. In the experiment, the proposed model gets the best performance which verifies its effectiveness on the aspect of predictive capability.
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