
COMPUTER MODELLING
AND

NEW TECHNOLOGIES

ISSN 1407-5806   ISSN 1407-5814 on-line

                    2016

VOLUME 20 NO 4



Latvian Transport Development and Education Association 
 
 

 

 

 

 

 

 

  

 

Computer Modelling 

and 

New Technologies 
 
 

2016 Volume 20 No 4 

 

 

 

 

 
ISSN 1407-5806, ISSN 1407-5814 (On-line: www.cmnt.lv) 

 
 

 

 
 

 
 
 
 

Riga – 2016 



COPYRIGHT  LTDEA, 2016 

EDITORIAL BOARD 
 

Prof. Igor Kabashkin Chairman of the Board, Transport & Telecommunication Institute, Latvia 

Prof. Yuri Shunin  Editor-in-Chief, University of Latvia, Solid State Physics Institute, ISMA University, 

Latvia 

Dr. Brent Bowen Embry-Riddle Aeronautical University, United States of America 

Prof. Sergey Maksimenko Institute for Nuclear Problem, Belarus State University, Belarus 

Prof. Vladimir Litovchenko V. Lashkaryov Institute of Semiconductor Physics of National Academy of Science of 

Ukraine, Ukraine 

Prof. Pavel D’yachkov Kurnakov Institute for General and Inorganic Chemistry, Russian Academy of Sciences, 

Russian Federation 

Prof. Stefano Bellucci Frascati National Laboratories – National Institute of Nuclear Physics, Italy 

Prof. Arnold Kiv Ben-Gurion University of the Negev, Israel 

Prof. Alytis Gruodis Vilnius University, Lithuania 

Dr. Jiri Vacik Nuclear Physics Institute, Chehia 

Dr. Lital Alfonta Ben-Gurion University of the Negev, Israel 

Dr. Amita Chandra Delhi University, India 

Dr. Jacob Kleiman Toronto University, Canada 

Dr. Ian Brown Lawrence Berkeley National Laboratory, USA 

Dr. Nadia Kabachi Lyone University, France 

Dr. Calagero Pace Calabria University, Italy 

Dr. Angelica Strutz Zurich University, Switzerland 

Prof. Michael Schenk Fraunhofer Institute for Factory Operation and Automation IFF, Germany 

Prof. Dietmar Fink  University of Mexico, United Mexican States  

Prof. Kurt Schwartz Gesellschaft für Schwerionenforschung mbH, Darmstadt, Germany 

Prof. Eva Rysiakiewicz-Pasek Institute of Physics, Wroclaw University of Technology, Poland 

Prof. Yedilkhan Amirgaliyev Suleyman Demirel University, Kazakhstan 

Prof. Vladimir Barakhnin Institute of Computational Technologies of SB RAS, Novosibirsk State University, 

Russia 

Guest Editor Prof. Ravil Muhamedyev, Institute of Information and Computational Technologies 

MES RK, SDU, Kazakhstan 

Contributing Editor Prof. Victor Gopeyenko, ISMA University, Latvia 

Literary Editor  Prof. Tamara Lobanova-Shunina, Riga Technical University, Latvia 

Technical Editor, 

Secretary of Editorial Board 

MSc Comp Nataly Burlutskaya, ISMA University, Latvia 

 

Journal topics: Publisher Supporting Organizations 

 mathematical and computer modelling  

 computer and information technologies 

 natural and engineering sciences  

 operation research and decision making 

 nanoscience and nanotechnologies  

 innovative education 

Latvian Transport 

Development and 

Education Association 

Latvian Academy of Sciences  

Latvian Operations Research Society  

Fraunhofer Institute for Factory Operation 

and Automation IFF, Germany 

Articles should be submitted in English. All articles are reviewed 
 

EDITORIAL CORRESPONDENCE 
COMPUTER MODELLING AND NEW TECHNOLOGIES, 2016, Vol. 20, No.4 

ISSN 1407-5806, ISSN 1407-5814 (on-line: www.cmnt.lv) 

Latvian Transport Development 

and Education Association 

Scientific and research journal  

The journal is being published since 1996 

68 Graudu, office C105, LV-1058 

Riga, Latvia 
Phone: +371 29411640 

E-mail: yu_shunin@inbox.lv  

http://www.cmnt.lv 

The papers published in Journal ‘Computer Modelling and New Technologies’ are included in: 

INSPEC, www.theiet.org/resources/inspec/ 

VINITI, http://www2.viniti.ru/ 

CAS Database http://www.cas.org/ 

SCOPUS 
 

http://www.cas.org/


COMPUTER MODELLING & NEW TECHNOLOGIES 2016 20(4)  Editors’ Remarks 

Copyright  LTDEA, 2016 3 

Editors’ Remarks 

********************************************************** 

A Moments Indulgence 

by Rabindranath Tagore 
 

Day after day, O lord of my life,  
shall I stand before thee face to face. 
  
With folded hands, O lord of all worlds,  
shall I stand before thee face to face. 
  
Under thy great sky in solitude and silence, 
with humble heart shall I stand before thee 
face to face. 

In this laborious world of thine, 
tumultuous with toil and with struggle, 
among hurrying crowds 
shall I stand before thee face to face. 
 
And when my work shall be done in this 
world,  
O King of kings, alone and speechless  
shall I stand before thee face to face. 

 
Rabindranath Tagore (1861-1941) 

********************************************************** 

This 20th volume No.4 includes research papers on Nanoscience and Nanotechnology, Information and 
Computer Technologies and Mathematical and Computer Modelling.  
Our journal policy is directed to fundamental and applied scientific researches, innovative technologies and industry, 
which is the fundamentals of the full-scale multi-disciplinary modelling and simulation. This edition is the continuation 
of our publishing activities. We hope our journal will be of interest for research community and professionals. We are 
open for collaboration both in the research field and publishing. We hope that the journal’s contributors will consider 
collaboration with the Editorial Board as useful and constructive. 
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 Rabindranath Tagore (7 May 1861 – 7 August 1941), was a Bengali poet, novelist, musician, painter and playwright who reshaped Bengali 

literature and music. As author of Gitanjali with its "profoundly sensitive, fresh and beautiful verse", he was the first non-European and the only 

Indian to be awarded the Nobel Prize for Literature in 1913. His poetry in translation was viewed as spiritual, and this together with his mesmerizing 

persona gave him a prophet-like aura in the west. His "elegant prose and magical poetry" still remain largely unknown outside the confines of Bengal. 
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Abstract 

Our research pursues two important directions of real-time control nanosystems addressed to ecological 
monitoring and medical applications. We develop physical nanosensors (pressure and temperature) based on 
functionalized CNTs and GNRs nanostructures. The model of nanocomposite materials based on carbon 
nanoсluster suspension in dielectric polymer environments (epoxy resins) is regarded as a disordered system of 
fragments of nanocarbon inclusions with different morphologies. Using the effective media cluster approach, 
disordered systems theory and conductivity mechanisms analysis we have formulated the approach of 
conductivity calculations for carbon-based polymer nanocomposites and obtained the calibration dependences. 
We also develop bio-nanosensors based on polymer nanotracks with various enzymes, which provide the 
corresponding biocatalytic reactions and give reliably controlled ion currents. Particularly, we describe a glucose 
biosensor based on the enzyme glucose oxidase (GOx) covalently linked to nanopores of etched nuclear track 
membranes. Using simulation of chemical kinetics glucose oxidation with GOx, we have obtained theoretical 
calibration dependences. Our objective is to demonstrate the implementation of advanced simulation models 
providing a proper description of electric responses in nanosensoring systems suitable for real time control 
nanosystems. Comparisons with experimental calibration dependences are discussed. Prospective ways of 
developing the proposed physical and bio- nanosensor models and prototypes are considered. 

Keywords  

real-time nanosensors 

functionalized 

nanocomposites 

physical nanosensors 

bionanosensors 

 

1 Introduction 

Nanosensor systems constitute an essential functional part 
of any modern devices that provide information processing 
for information systems, engineering interfaces, healthcare 
and many others. The talk is about nanosensor systems for 
various aspects of ecological monitoring and security. The 
fundamental electron devices are FET-transistors able to 
provide high sensitivity to various external influences of 
different nature. Conventional schemes of nanosensoring 
systems are based on nano-FET-types devices, particularly: 

a) unperturbed field-effect transistors based on CNT- 
or GNR- based FETs are mainly composed of the 
corresponding semiconducting carbon materials sus-
pended over two electrodes;  

b) physical nanosensors: a conducting threshold can be 
altered when the tube or graphene ribbon is bent;  

c) chemical nanosensors: the same threshold can be 
altered when the amount of free charges on the tube 

of graphene ribbon surface is increased or decreased 
by the presence of donor or acceptor molecules of 
specific gases or composites;  

d) biological nanosensors: ensure monitoring of biomo-
lecular processes such as antibody/antigen inter-
actions, DNA interactions, enzymatic interactions or 
cellular communication processes, etc. [1, 2]. 

Another way to design nanosensoring systems is the use 
of polymer nanoporous structures [3, 4]. In particular, ion 
tracks are suitable for biosensing applications because they 
have true nanometric dimensions. Ion tracks can confine 
chemical reactions in well-defined, pre-determined loca-
tions ensuring that their reaction products are highly 
enriched locally. If the membranes containing such etched 
tracks are put on the path of ion currents flowing through a 
vessel, all the ions are subsequently forced to pass through 
the nanopores, electrically sensing any confined chemical 
reaction occurring there via the changes of electrical 
resistance in the pores. 
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We focus our research on two important directions of 
real-time control nanosystems addressed to ecological mo-
nitoring and medical applications, both of which provide en-
vironmental security of human society and every individual. 
Ecological monitoring has been widely presented at NATO 
Workshop 2011 Nanodevices and Nanomaterials for 
Ecological Security June20-24, Riga-Jurmala, Latvia [5]. 

For individual application, it is necessary to develop 
nanodevices controlling various functions of the human body, 
particularly, providing control over the parameters of human 
health, the enhancement of human abilities, and the 
functioning of implants and prosthetics. Another course in the 
development of nanosensors, nanoactuators, nanotransducers, 
etc - is the creation of artificial systems such as artificial 
intelligence or artificial individual. The main objective of the 
current study is to demonstrate the implementation of 
advanced simulation models ensuring a proper description of 
electric responses in nanosensoring systems [2, 4, 5].  

Initially, we consider physical nanosensors (pressure 
and temperature) based on functionalized CNTs and GNRs 
nanostructures. The model of nanocomposite materials 
based on carbon nanoсluster suspension (CNTs and GNRs) 
in dielectric polymer environments (e.g., epoxy resins) is 
regarded as a disordered system of fragments of nanocarbon 
inclusions with different morphologies (chirality and geo-
metry) in relation to a high electrical conductivity in a con-
tinuous dielectric environment. The electrical conductivity 
of a nanocomposite material depends on the concentration 
of nanocarbon inclusions (in fact, carbon macromolecules).  

We should evaluate the role of particular conductivity 
mechanisms using the cluster approach based on the 
multiple scattering theory formalism, realistic analytical and 
coherent potentials, as well as effective medium approxi-
mation (EMA-CPA) which we have effectively used for 
modeling of nanosized systems, especially for various 
conductivity problems [6,7]. 

We have extensive experience in modelling conductivity 
calculations in CNT-Metal and GNR-Metal interconnects, 
where the conductivity mechanism is very sensitive to local 
morphological disordering [8-10].  

Further on, we pay attention to the development of bio-
nanosensors based on polymer nanoporous structures 
(nanotracks) with various enzymes, which provide the 
corresponding biocatalytic reactions and give reliably 
controlled ion currents [3, 4, 11].  

In particular, we describe a concept for a glucose 
biosensor based on the enzyme glucose oxidase (GOx) 
covalently linked to nanopores of etched nuclear track 
membranes [12, 13]. The main objective of the current study 
is to demonstrate the implementation of advanced 
simulation models providing a proper description of electric 
responses in nanosensoring systems for creation of real-time 
detection nanodevices. 

2 Models CNTs- and GNRs-based nanocomposites 

2.1 DC-CONDUCTIVITY MECHANISMS OVERVIEW 

Talking about conductivity mechanisms in a medium 
with practically essential conductivity, it is useful to 
consider the phenomenon through the contributions of 
scattering effects that can take place in nanocomposite 

materails. We focus our attention on the four possible 
ways (see Figure 1) trying to find the best description, 
in particular, for functionalized nanocomposites. 

 
FIGURE 1 Review of general mechanisms of electron DC-conductivity 

The key parameter for the analysis is the mean scattering 

length e gen  of an electron in the conductive matter. In 

general, e gen  includes various contributions in 

accordance with the well-known Matthiessen’s Rule, 

chapeau stating: 

/ /

/

1 1 1 1

1 1 1 1
...

e gen e e e a phon e o phon

e o phot e impurity e defect e boundaryl

   

   

   

    

, (1) 

where 
e e

is the electron-electron scattering length,

/e a phon  is the acoustic phonon (emission and absorption) 

scattering length, /e o phon  is the optical phonon emission 

scattering length, /e o phot  is the optical phonon absorption 

scattering length, e impurity  is the electron-impurity 

scattering length, e defect  is the electron-defect scattering 

length, e boundary  is the electron scattering length with the 

boundary. 

Hydrodynamical character of electric conductivity is the 

fundamental property of certain metals at low temperatures 

[14, 15]. This quality can be observed for such cases, when 

the length of electron mean free path is the order of the 

sample character size, namely, 
e boundary L   and e el L  . 

The last relation should be precised in cases of 
collisional and non-collisional electronic plasma with con-
centrations less than 17 310 cm . Hydrodynamical behavior 
of electron liquid is possible to observe in some critical 
spaces of graphene-based electronic devices [16]. 

Collisional mechanism is a more expanded condu-

ctivity mechanism and takes place in most cases of 

typical normal conditions, e.g. for metals and semi-

conductors. In this case 
e phon a L   , where a  is the 

character distance between ‘scatterers’- atoms. This 

mechanism for DC-conductivity is described by the 

classical Drude model [17, 18]: 



COMPUTER MODELLING & NEW TECHNOLOGIES 2016 20(4) 7-17 Shunin Yu, Fink D, Kiv A, Alfonta L, Mansharipova A, 

Muhamediyev R, Zhukovskii Yu, Lobanova-Shunina T,  

Burlutskaya N, Gopeyenko V, Bellucci S 

9 
Nanoscience and Nanotechnology 

2

/

*

e a phonne

m





 ,  

where n  is the electron concentration, e is the electron 

charge, 
e phon 

 is the time electron-phonon scattering, *m  

is the effective mass of electron. 
Ballistic character of conductivity is characterized by 

transport of electrons in a medium having negligible 
electrical resistivity caused by scattering. Moreover, the 
scattering character is essentially elastic and the medium 
should be considered ideally regular. The time of electron-
phonon interaction is negligible. This mechanism is 
observed, for example, in GNRs and CNTs included in 
FET-type devices. The most popular description of ballistic 
mechanism was given by Rolf Landauer and is known now 
as Landauer-Büttiker formalism [19]. Landauer formula:  

0( ) ( )n

n

G G T   ,  

where G  is the electrical conductance,
2 5

0 / ( ) 7.75 10G e Ohm     is the transmission 
eigenvalues of the channels, and the sum runs over all 
transport channels in the conductor. The conductance can be 
calculated as the sum of all the transmission possibilities that 
an electron has when propagating with an energy E equal to 
the chemical potential  . In fact, the phenomenon is 
similar to optical thin films effect, when the transparency is 
achieved due to the quantization of the wave length. 
However, it is impossible to realize the remarkable con-
ductivity property of GNRs and CNTs without any contacts. 
Appropriate nanocarbon-metal interconnects are 
characterized as disordered regions with essentially scat-
tering mechanism of conductivity.  

Hopping conductivity mechanism was proposed for 

disordered condensed systems (eg, for composite 

amorphous semiconductors and dielectrics) for the 

explanation of the metal-insulator transition [20]. The talk is 

about the existence of the electron hopping between the 

conductive clusters in the dielectric, or between the impurity 

centres of localization. In this model, the medium (insulator-

metal) is represented by the following pattern: there is a 

random distribution of the nodal points related to each other 

by ‘conductivities’ exponentially dependent on the 

interstitial distances. The hopping conductivity model with 

a variable ‘jump’ length can be considered the most general 

one: 
e impurity a  : 

3/4 1/4
44

exp(
3

sr W
A

a T






   
    

  
, (2) 

where a is the characrteristic ‘borous radius’ of the 
considered ‘doping’ centre, rs  is the characteristic radius of 
the doping centre or conductive region, W is the charac-
teristic potential barrier for electon tunnelling, k is the 
Boltzmann constant, T is the sample temperature, 0.70 
is the empirical constant which can be evaluated only using 
Monte-Carlo numerical simulations [21]. 
 

2.2 NANOCARBON-BASED POLYMER COMPOSITE 
MODEL 

We develop a set of prospective models of nanocarbon-
based nanomaterials and nanodevices having various inter-
connects and interfaces. In particular, nanoporous and nano-
composite systems are considered as complicated ensem-
bles of basic nanocarbon interconnected elements (e.g., 
CNTs or GNRs with possible defects and dangling 
boundary bonds) within the effective media type environ-
ment. Interconnects are essentially local quantum objects 
and are evaluated in the framework of the developed cluster 
approach based on the multiple scattering theory formalism 
as well as effective medium approximation [8, 22, 23].  

In cases when nanocarbon clusters are embedded in high 
resistance media (instead of vacuum) we come to a nano-
composite material. The utilization of polymeric composite 
materials (e.g., epoxy resins) supplemented with various 
morphological nanocarbon groups of carbon nanotube-type 
(CNTs) and graphene nanoribbons (GNRs) allows us to 
create effective pressure and temperature sensors. Appli-
cation of such nanocomposites as coatings can provide con-
tinuous monitoring of the mechanical strains in piping 
systems (for example, in aircraft or automotive applications), 
when the critical pressure values can indicate malfunctions 
of the engine. The analysis of possible medical instruments 
for real-time measuring human body temperature and blood 
pressure can also be realized. 

The interest in CNTs and GNRs-based polymer nano-
composites as prospective pressure and temperature nano-
sensor materials is based on the observed electric perco-
lation phenomena via the nanocarbon inclusions concen-
tration. In particular, the electrical conductivity of a nano-
composite increases with the increasing CNT loading up to 
a critical filler concentration, where a dramatic increase in 
conductivity is observed. This critical filler concentration is 
called electrical percolation threshold concentration. At 
percolation threshold concentration, a filler forms a three-
dimensional conductive network within the matrix, hence 
electron can tunnel from one filler to another and, in doing 
so, it overcomes the high resistance offered by insulating 
polymer matrix. 

Consider the model of composite material with carbon 
nanocluster inclusions of CNTs- and GNRs- types.  

 
FIGURE 2 Model of composite polymer material with carbon nanocluster 

inclusions of GNRs- and CNTs- types.  
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The host material – is a flexible dielectric medium of 
epoxy resin- type with high resistance [24]. However, a low 
concentration of nanocarbon inclusions cannot change the 
mechanical properties of the host material. At the same time, 
high electrical conductivity of CNTs- and GNRs incur-
porated in the host material can significantly affect the total 
conductivity of the nanocomposite material. According to 
our model, the mechanism of these changes is related to the 
effects of percolation through the hopping conductivity (see. 
Figure 2). This is the only mechanism that takes into account 
the compliance with our analysis induced morphological 
changes in the whole nanocomposite matrix. This is a single 
mechanism, which takes into account accordance with our 
analysis induced morphological changes in the whole nano-
composite matrix.  

Thus, the model of nanocomposite materials based on 
carbon nanoсluster suspension (CNTs and GNRs) in dielec-
tric polymer environments (e.g., epoxy resins) is considered 
as a disordered system of fragments of nanocarbon inclu-
sions with different morphology (chirality and geometry) in 
relation to a high electrical conductivity in a continuous 
dielectric environment. Presumably, the electrical conduc-
tivity of a nanocomposite material will depend on the con-
centration of nanocarbon inclusions (in fact, carbon 
macromolecules). Isolated nanocarbon inclusions will 
provide conductivity due to the hopping conductivity me-
chanism through dangling bonds up to the percolation 
threshold, when at high concentrations (some mass %) a 
sustainable ballistic regime appears, which is characteristic 
of pure carbon systems. The hopping mechanism is regu-
lated by the electron hopping between ‘nanocarbon macro-
molecules’ (see (1) and [20, 22, 23]:  

3/4 1/4

0

0

44
exp(

3

tunr W
A

a T


 



   
     

   
, (3) 

where tunr  is the length of the tunnel ‘jump’ of the electron 

equal to the distance between ‘nanocarbon’ clusters, 0  is 

the normalization constant, which means the conductivity of 

monolithic dielectric medium.  

 
FIGURE 3 Potential wells model for hopping in polymer 

nanocomposistes, where 2a is the characteristic size of nanocarbon 

inclusion, 
tunr  is the length of the tunnel ‘jump’ of the electron. 

Added to this is the effect of intrinsic nanocarbon cluster 
conductivity, which is dependent on its morphology. The 
electric conductivity will also depend on the spatial 
orientation of nanocarbon inclusions. It will be greater for 
the longitudinal electric field orientations and lower for the 
transverse ones. Of course, any spatial orientations are 
technologically possible. If we introduce the volume part as 
an indicator of the nanocarbon inclusions concentration: 

3

0

0 tun

R

R r


 
  

 
, 

where 0R  is the average nanocarbon macromolecule radius,

tunr  is, as earlier, the statistically averaged width of the 
potential barrier between the nearest nanoclusters, which is 
responsible for percolation ability of the model nano-
composite. We should also diminish the hopping phenol-
mena and percolation probability taking into account the 
nanocarbon macromolecule orientation within a hypo-
thetical sphere embedded into high resistance dielectric 
medium. Based on this definition, we can obtain a contri-
bution of potential nanocarbon clusters to nanocomposite 
conductivity as follows (see also Figures 2, 3):  

1/4

1/3 3/4 0

0

0

4 4
ln ( ( 1))

3 3

W
R

T

 


 

   
     

  
. (4) 

   

 

a) b) 

FIGURE 4 Typical statistically averaged morphology of CNT-polymer nanocomposite: a) structural model; b) The hopping conductivity correlation 

via the average nanocarbon macromolecules volume part within continuous dielectric medium 
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3 Simulation of stress- and temperature-induced 
resistance of carbon-based nanocomposite sensors: 
models and experiment  

The overall conductance of nanocomposite material is 
evaluated using equivalent electric scheme [23]: 

1

1

1 1

, , ,

1 0

,

( ) ,

( ( ) )
i i

D NC

N

NC i

i

N N

i nano ik eff ik jump ik

k k

R

R A N  





 

 

    

 

 



 

, (5) 

where N  - is the number of conductivity channels, iN  – is 

the number of nanocarbon clusters in the conductivity 

channel, 
effN  is the number of effective tunneling bonds 

including the contact region, 
1( )D DR    is the 

conductance of dielectric medium, nano  is the conduc-

tivity nanocluster, jump  - is the hopping conductivity of 

the effective bond, which creates interconnect for large 

nanocarbon inclusion concentrations.  

 
FIGURE 5 Principle equivalent scheme of nanocomposite model for 

resistance calculation 

Basic nanocomposite models for simulation are presented 
in Figure 6. 

    

 

Critical morphology 

nanocomposite changes (CNTs) 
 

Critical morphology nanocomposite 

changes (GNRs) 

CNT 1 CNT 2 GNR 1 GNR 2 

FIGURE 6 Models of nanocarbon-based functionalized polymer nanocomposites: CNT configuration 1, CNT configuration 2 , GNR configuration 1, 

GNR configuration 2, - electric field direction 

3.1 SIMULATION RESULTS 

The basic dimensions of nanocarbon clusters (CNTs and 
GNRs) are as follows: the diameter of the CNT - 5 nm, the 
height - 10 nm, the width of the expanded CNT, i.e., the 
width of the GNR = 5 15,6   nm. 

The average statistical distance between nanocarbon 

clusters is - 5 nm. This is the key distance for the mechanism 

of hopping conductivity. Nanocarbon cluster is considered 

as a potential well with a typical size 2a. Neighboring 

potential wells are separated by a distance tunr . These two 

parameters are ultimately determine the morphology of the 

nanocomposite material. For modeling it also necessary to 

recalculate a microscopical parameter of relativive jumpimg 

length to macroscopic strain parameter /L L  in 

Hook’s law E  , where L  is the total sample length. In 

cases of longitudinal orientation of CNTs (configuration 

CNT 1) the recalculation looks as: 

1

1
1

1 (1/ )

L r

lL r

n r

 
   

 


,  

where l is the CNT length (close to 2a) and n  is the number 
of CNT inclusion along the line (current direction). For 
transversal CNTs orientations (configuration CNT 2) the 
similar recalculation looks as: 

1

1
1

1 (1/ )

L r

dL r

n r

 
   

 


,  

where d is the diameter of the CNT. The proposed model of 
hopping conductivity for current percolation in carbon-
based epoxy-resin nanocomposite takes into account basi-
cally the percolations along the nanocluster sets which are 
located along the stress direction. Interactions between the 
neighbouring sets are not considered for a low general con-
centration of nanocarbon inclusions.  

Figure 7 demonstrates resistance correlations via static 
stresses for ideal morphologies of a nanocomposite when 
CNTs and GNRs are oriented pure longitudinally, pure 
transversely. Configurations CNT 2(min) and CNT 4(max) 
correspond to the minimal and maximal tunnelling (jumping) 
distances due to the angle deviation of CNTs relatively 
longitudinal orientation.  
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FIGURE 7 Simulation of nanocarbon composites resistances via strain: a) CNTs configurations, b) GNRs configurations 

From the technological point of view, it is not so simple 

to provide such ideal orientations for host polymer materials 

similar to epoxy resins. The first problem of the nanocom-

posite morphology is the selection of CNTs and GNRs with 

identical parameters. The second problem is the polymer-

nanocarbon mixture creation when we evidently should 

expect a homogenous random distribution of nanocarbon 

orientations. 

Figure 8 demonstrates the marginal rotational disorder-

ring of CNTs inclusions from ‘ideal’ longtitudinal orienta-

tion. Deviations of orientations give the characterictic inter-

cluster distances of 3.82 and 7.02 nm taking into account 

basic 5 nm in the ideal case. 
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FIGURE 8 Simulation of nanocarbon composites resistances via strain for 

rotational deviations of CNTs inclusions 

Figures 7 and 8 present the full-scale simulation of 
CNTs orientation deviations within a host material. The 
results show various sensitivity of the model nanocomposite 
as a potential pressure nanosensor in dependence of its mo-
rphology. Configurations of the 4th type (see Figure 6) are 
more sensitive and, evidently, more practically preferable. 

The model uses morphologically compatible carbon 
nano-configurations with the same number of carbon atoms, 
the same surface area of model CNTs and GNRs, and the 
same chirality. In this way, the model CNTs and GNRs are 
interconnected by a simple topological transformation from 
a cylinder to a rectangular fragment.  

3.2 COMPARISON OF MODELLING AND 
EXPERIMENTAL RESULTS SIMULATION OF 
STRESS-INDUCED RESISTANCE OF CARBON-
BASED NANOCOMPOSITE SENSORS 

In this section, we will discuss the correlation of simulation 
results for pressure and temperature nanosensors with the 
experimental data of the particular prototype of similar 
devices [25], where the developed technology of function-
alised nanocomposite based on epoxy resin (ED-20, GOST 
10587-84. Epoxy- Diane Resins Uncured, elasticity 
modulus E=3,05 GPa) with multi-wall CNTs inclusions was 
applied. The testing of the mentioned nanosensors with 
various CNTs morphologies and mass concentrations (1, 2, 
3 %) was carried out for temperatures ranging from 27 till 
90 °C and the pressure ranging from 1 till 30 Bars.  

When testing the pressure sensor, the load ranged from 
0 to 500 N, which corresponds to the change in pressure 
from 0 to 30 Bars. The typical dependence of the sensor 
resistance on the pressure changes, as compared with the 
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simulation results, is shown in Figure 9a. Small deviations 
are connected with technological problems in the repro-
duction of perfect morphology, which reduces the perco-
lation limit of the nanocomposite.  

The typical dependence of the temperature sensor in the 
temperature range of 27 to 90 °C compared with the 

simulation results is shown in Figure 9b. The discrepancy in 
behavior between the experimental and theoretical depen-
dencies is associated with morphological imperfections of 
the real sensor induced the orientation dispersion of CNTs. 
This effect can diminish the hopping mechanism efficiency, 
especially, for the higher temperatures. 
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FIGURE 9 Comparison of real pressure and temperature nanosensor indications  [25] with more adequate models morphologies simulation: a) pressure 

nanosensor ; b) temperature nanosensor 

4 Polymer nanoporous structures based 
bionanosensors: biosensor model testing and 
experimental results 

Since the sixties of the past century, it has been known that 

energetic (with tens of MeV or more) heavy (with atomic 

masses being usually larger than that of Ar) ion irradiation 

(“swift heavy ions”, SHI) introduces very narrow (~ some 

nm) but long (typically 10-100 μm) parallel trails of damage 

in irradiated polymer foils, the so-called latent ion tracks. 

The damage shows up primarily by the formation of 

radiochemical reaction products. Whereas the smaller ones 

readily escape from the irradiated zone, thus leaving behind 

themselves nanoscopic voids, the larger ones tend to 

aggregate towards carbonaceous clusters. Thus, emerging 

structural disorder along the tracks modifies their electronic 

behaviour (see Figure 10).  

FIGURE 10 General scheme describing the detection scheme and modified polymer. Principle arrangement of experimental setup to study voltage-current 

dependences in ion track-containing foils embedded in electrolytes.  
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Description of the sensing reaction of glucose with the 

enzyme GOx looks as follows:  

a) the overall net reaction is: Glucose (C6H12O6) + O2 

(due to enzyme-induced oxidation)  gluconic acid 

(C6H12O7) + O; 

b) This remaining O attaches to some H2O to form 

peroxide H2O2 ; 

c) the product: gluconic acid dissociates around pH=7: 


 HOHCOHC 71267126 ; thus the conductivity 

of the liquid changes (essentially if the product is 

enriched in the track’s confinement); this is what is 

measured by the sensor. 

In particular, a complicated biochemical kinetics of 

basic reaction of glucose detection depends on track quali-

ties (e.g., track creation mechanism, foil material properties), 

enzyme (GOx) distribution on the track surface, geometry 

of the etched track etc. All these factors are the subject for 

the nearest special research. Moreover, the detailed kinetics 

of reaction is the object of 3D-modelling to design the 

optimal geometry of nanosensor active space. This allows 

creating optimal nanosensors with the increased efficiency. 

The newly created intrinsic free volume enables ele-

ctrolytes to penetrate into the polymer, thus forming parallel 

liquid nanowires. In case of tracks penetration through all the 

foil, the conducting connections emerge between the front 

and back sides of the foil. The ion track technology is 

particularly intended to biosensing applications. In this case, 

the ion tracks are functionalized directly by attaching organic 

or bioactive compounds (such as enzymes) to their walls. 

Using simulation of chemical kinetics glucose oxidation 

with glucose oxidase (see Figure 11), we have obtained theo-

retical calibration dependences, when the concentration of H+ 

is proportional to the concentration of the detected glucose. 
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FIGURE 11 Simulation of H+ ion current via observation time in case of saturation and corresponding chemical kinetics equations 

 

Experimental and theoretical calibration dependences 

demonstrate similar trends. The proposed device can serve to 

detect physiologically relevant glucose concentrations. The 

catalytic sensor can be made re-usable due to the formation of 

diffusible products from the oxidative biomolecular recog-

nition event. Moreover, we can develop a multi-agent packet 

nanosensor, suitable for application as a human breathing 

analyser in relation to cancer detection, hepatitis, and so on.  

The recent advancements in the field of nanosensor 

design allow monitoring and tracking biomolecules in such 

areas as the environment, food quality and healthcare. The 

presently developed ion track-based nanosensors provide 

high sensitivity, reliable calibration (see Figure 12), small 

power and low cost.  

The creation of novel biosensors and their further impro-

vement requires a careful study of the mechanisms of 

electrolytes passing through the tracks. Experimental and 

theoretical calibration dependences demonstrate similar 

trends. The proposed device can serve to detect physiolo-

gically relevant glucose concentrations. The catalytic sensor 

can be made re-usable due to the formation of diffusible 

products from the oxidative biomolecular recognition event. 

Moreover, we can develop a multi-agent packet nanosensor, 

which can be used as a human breathing analyzer in relation 

to cancer detection, hepatitis, and so on. 
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b) c) 

FIGURE 12 a) General model of glucose detection process on the ion track-containing foils embedded in electrolyte and basic set of biochemical 

reaction; b) Experimental calibration dependenceerformance comparison of three identically produced track-based glucose detectors against a 

calibration curve I (+5 V) vs. glucose concentration; c) Theoretical model of typical calibration dependence based on chemical kinetics results: 

simulation of induced H+ ion current via Glucose concentration. 

5 Conclusions 

A nanocomposite pressure and temperature nanosensor pro-
totypes have been simulated. The hopping conductivity 
mechanism gives the adequate description of possible 
nanosensor qualities. An important problem of manufac-
turing sensors based on CNTs and GRNs is nanocarbon 
inclusions orientation, which determines the electrical 
properties of the future sensor.  

Our work has demonstrated that ion track-based glucose 
sensors can be effectively created. Furthermore, they show 
good sensitivity, they cover a wide range of medical appli-
cations, and they can be re-used at least 10 times. This study 
also proves that track-based biosensors with other enzymes 
can be similarly developed. 

Both nanosensoring schemes use simple electrical res-
ponse outputs for device calibrations of parameters to be 
measured and can be considered as real-time tools. 
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Abstract 

This article presents an analysis of the existing popular libraries for the development of augmented 
reality applications. Based on the analysis we propose a universal technology of construction of 
augmented reality applications using ontology. The technology is based on the geolocation using 
GPS and communicates with the resource through Linked Open Data. 
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1 Introduction 

One of the applications of modern information systems and 
technologies – creation of qualitatively new features 
augmented reality with a view to their application in various 
branches of human activity [1, 2]. 

We know that in real life, a person receives 83% of 
information visually, 11% through the organs of hearing, 
and 6% through the channels of touch, smell and taste [3]. 
Modern development of hardware and software for Human 
Machine Interface (HMI) and computer graphics allow you 
to create a qualitatively new virtual worlds, enabling the use 
of all channels of perception of the information. Nowadays 
the main means displaying augmented reality (AR) are 
mobile devices, based AR solutions are used in all industries: 
tourism, medicine, etc. [4, 5].  

Among the existing technologies in the construction of 

augmented reality applications (ARA) the most common 
solutions, demonstrating different approaches to the deve-
lopment of the ARA are: ARTAG [7], ARTOOLKIT [8], 
Layar [9], QUALCOMM AR PLATFORM [10], belonging 
to both the marker, so and markerless approaches [11]. 
Table 1 shows the description of the above systems. 

The mentioned systems are used in the development of 
a specific task. However, existing solutions are only appli-
cable in a certain area. The development of the ARA should 
take into account a several of specific issues of all AR 
systems. This problems are associated with the construction 
of virtual objects: 

1. the organization of repository of the virtual objects 
and the means of access to it; 

2. ensure the necessary degrees of realism of virtual 
objects; 

3. matching of virtual objects with the scene.  

TABLE 1 Description AR system 

 Based on the 

markers 
Advantages of the system Disadvantages of the system 

ARTAG + 1. It supports multiple libraries to recognize the 

marker. 

2. Precisely defines the coordinates of the location of 

additional content. 

The following issues haven’t been resolved: 

- general architecture, 

- development of user interface, 

- the user's location in space 
ARTOOLKIT + 

Layar - 

1. Determination of location using the GPS. 

2. It contains detailed documentation and examples for 

creating layers. 

3. Change shall be entered at the API level. 

1. There is a difficulty in solving problems of the 

ARA with multiple user locations. 

2. The complexity of application settings for a 

specific user. 

3. The complexity of in calculating the specifics 

of a particular subject area. 

Qualcomm 

AR 
+ 

Recognize different types of objects in the video 

stream. 
It doesn’t recognize the user in the space 

AR system can operate a whole set of virtual objects that are 
reproduced depending on the specific situation. Therefore it 
is necessary to organize the storage of objects in such a way 
that the system can get quick access to them. 

Modern smart phones such as iPhone, HTC, Samsung 
have constant access to the Internet, and thus ensure the 
positioning of the user in the space. Defining user geo-
location is done in two ways, the first category is an already 
stored specific location in the form of a cloud of linked data, 

in the second category user coordinates are being extracted 
in real-time and linked to user data. All the operated data is 
metadata, which can help you build an ontological model for 
future use. 

2 Ontological modeling as an approach to overcome the 
limitations of existing solutions 

The advantage of using ontology modeling in technology 
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development in the AR adapted applications is based on the 
change of an ontological module. It provides:  

1. Software easy adaptation to changes in the subject 
area (SA - Many subject areas and problems solved). 

2. Easy adaptation of the software to the needs of 
specific user / user group.  

3. The ability to reuse ontological models and their 
fragments on different layers of a complex system. 

4. The ability to make changes in the behavior of the 
system during operation, without the need to 
recompile the code. 

5. Ontological model types can be reused at all stages 
of the software development of the ARA. 

6. The user interface of the software has the ability to 
of intellectualization.  

3 Technology of creation of the ARA, based on 
ontologies 

The proposed constructing ARA technology uses multi-
level ontology of Figure 1. The upper level ontology are:  

 The real space - defined by the user geolocation. 
 Stage space - set of objects of the scene formed 

(image). 
 Replacement point - augmented object placement in 

real space. 

 
FIGURE 1 Architecture ARA 

The scene in the applications of augmented reality is 
formed by combining a picture of the real world and objects 
augmented. Therefore, the real world - the space in which the 
user is moving, can be called complemented, and the set of all 

objects that are being augmented - space of addition. Space 
that is being augmented is discrete and divided into locations. 

Functional description of the ARA presented in Figure 2. 
The proposed architecture creates applications where the user 
route depends on current preferences and interests, shows the 
user the information he needs, and helps to navigate in 
difficult situations. Thus, even the same path in real space, 
between the same objects, could be accompanied with 
different information, that allows the application to be 
configured as for the user and also for the current goals of 
content owners. 

 
FIGURE 2 Architecture ARA based on ontologies (arrows denote the 

main directions of data streams) 

The component that forms the scene is central in the 
application of augmented reality. It is responsible for the 
placement of the three types of add-ons:  

1. The component of user interface additions forms 
user interface. 

2. Component of addition for route pointers with the 
help of data provided by the components that form 
the route, allows you to display tips on the desired 
direction of movement and the distance between 
them.  

3. Component of placement of the additional content 
from SA on the basis of data received from the 
pattern recognition component, determines where 
and how will the special content be reflected. This 
content is associated with a user's current position, as 
well as with specific objects of SA.  

Formed additions should be located within the scene and 
displayed on the screen of the device, for which, the com-
ponent of the mutual arrangement of additions and output 
component are responsible. The AR applications use extre-
mely limited space on the screen to display the system fun-
ctionality. However, it is possible to create interactive addi-
tions, the behavior of which will depend on explicit user 
action. This elements will be the user interface of AR appli-
cations. The declarative character of the interface model can 
significantly simplify the process of its development. This 
approach simplifies the division of responsibilities between 
the designers and programmers.  

In order to highlight the place of ontological models in 
the ARA, main challenges are considered in Fig 3, resulting 
in the development of the ARA, and the possibility of using 
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semantically powerful tools to solve them. Identified the 
following tasks: 

 
FIGURE 3 Defining the problem of constructing ARA 

To solve the problem 1, it is required to construct an on-
tology domain concepts. Next, we need to build an applied 
ontology of real space using the concepts of the ontology.  

For a more accurate indication of places of substitution 
points, it is prompted to enter the relative coordinates of the 
grid in separate locations. Built for solving the problem 1, 
the ontology can be used to simplify the solution of recog-
nition problem of substitution points. To do this, use image 
recognition algorithms that can take into account not only 
the results of the analysis of the video stream, but the data 
about the place of location of the user in space. 

Solution 3 requires use of the knowledge about sup-
plement objects. This knowledge can be represented as a 
domain ontology. Subject ontology provided therein se-
mantic existence metrics can be used to solve the problem 
of semantic navigation.  

Based on the analysis of problems it is concluded about 
the need to describe the ontology model of SA and ontology 
of the space. Ontology SA (OSA) describes the basic 
concepts of SA and relations between them. As part of the 
OSA introduced semantic metric that allows to determine 
the proximity of concepts. Every concept is a set of possible 
additions. The ontology supports basic paradigmatic types 
of bonds (class-subclass instance of class, part-whole, 
necessary part- whole class attribute), connection type 
"contextually linked", as well as types of communication 
required for this domain. 

4 The formal presentation of the solution of SA 

Formal description of the visualization system is presented 
below. Multiple data in the system is displayed via the 
following formula: 

:  , (1) 

 O I  , (2) 

where 1 2( , ,... ), nI i i i  – the set of input data, n N ,

1 2, ,...,( )mO o o o  – the set of output data, m∈N.  

Elements of I  and O  has a heterogeneous structure 

and are represented as a string.   – a plurality of data, then 

ai   , bo  , 1a  , n , 1b  , m . 

We introduce the variables: 

 set of supported graphics visualization system 

objects in the scene, 1 2( , ,.. ). ,, kU u u u k N  . 

Elements of U  are the mathematical models of 

visual objects: three-dimensional bodies, raster 

images, diagrams, etc.  
Specific scene is a subset U  of U . 
 set of supported imaging system of a Graphical 

User Interface (GUI), 1 2( , ,.. )., ,lM m m m l N  , 
moreover  1 , 2 ,...,d d dm ld     – a set of states 
that can accept interface element dm  , 1d  , l  , 

dl N  in response to user actions.  
A specific set of interface elements that serve to control 

the visualization, is a subset of M  the plurality of M , 

 1, 2,...,M mc mc mct , mcg M , cg N , 1g   , t  ,
t N , t l .  

  1 2 ... lS m m m      – the set of conditions that 
can make all the interface elements in response to 
user actions. 

 the set of all possible user actions, 

 1, 2, ..., qE e e e , q N , E . It is a subset of E .  
The module   organizing interactive user interface 

with graphical visualization of the system can be 
represented as a mapping of the set of all possible actions 
the user E , and all supported elements M  interface to the 
set of states S  of these elements: 

: E M S   . (3) 

Then the specific scene setting set in response to a user 
action at the time of its next reference to imaging system can 
be obtained using this mapping to the set M : 

  '  ,    S E M  . (4) 

Multiple 'S  of all possible sets of scene settings in turn 
may be obtained kind of the union 

 '  ' ',S E EГ E M  . (5) 

Visualizer   can be represented as a mapping of all 
supported visual objects Uand all possible setups scene 'S  
on the P  raster image, which is a matrix of dimensions 

  w h , the elements of which are the color-coded using a 
color model (more often – RGB):  

: 'U S P   , (6) 

:P W H C  , (7) 

where  1,2,...,W w , w N ,  1,2,...,H h , h N , 
C  – a variety of colors used by the color model.  

Getting the image 'P  with smooth boundaries of 
objects can be written as a superposition of the visualizer   
and the smoothing operator  : 

P P , (8) 

( ( , )' )'P U S   . (9) 

The module   interaction the visualization system can 
be represented as a map of input and output data in the solver 
set of visual objects: 

: U  . (10) 

When the integration takes place only with the data set U  
of specific objects to be rendered can be written as follows: 

( )U I O   . (11) 

Each element of this set corresponds to an element of I  
input. Then feedback the visualization system can be written 
as follows:     ( )U N N     . 

Using the notations entered tuned to a specific imaging 
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system Y  can be represented as follows: 

, , , , , , , ,Y U M E M N    〈 〉. (12) 

Components of the model  ,  ,  , M , E , M  
unified: 

   – imaging operator, displaying a plurality of 
graphical objects U . 

   – smoothing operator acting on the finished 
bitmap and generating a new image with smooth 
borders of objects.  

   – operator to organize a GUI that allows the 
user to set various settings using the graphical 
controls regardless of the logic of further use of 
the values of these settings. 

 M  – unified set of controls, such as buttons, text 
boxes, radio buttons, and so on. etc.  

 E  – set of supported user interaction with a 
plurality of elements M .  

 M  – once a certain set of controls needed to 
navigate through the displayed scenes. model 
components U ,  , N  generally depend on 
the system:  

 U  – a set of objects that are visible the data 
system.  

   – the operator carrying out the conversion of 
input and output data of the system into objects 
suitable for visualization module  .  

 N  –set of controls that provide feedback to the 
system. 

The investigation of the applicability of the ontological 
engineering methods to the problem of describing the visual 
objects. Elements of U  are connected to each other in 
relation to the parent-child relationship (inheritance of 
properties), the part-whole class- and instance. In this 
connection, the conclusion on the adequacy of applied 
ontology without axiomatic to address the objectives of the 
study. Therefore, ,U UU T R〈 〉, when UT   – thesaurus 
visual objects, UR   – a finite set of connections between 
visual objects. The set N  can be obtained by comparing the 
types of elements of the sets I  and M  with the help of the 
operator   select items from the set M , suitable for 
editing the corresponding data: 

: M M   , (13) 

 ),(N I M  . (14) 

The practical implementation of such an operator in a 
software module is trivial comparison. Showing   can be 
obtained by the operator kind of  . 

:      U   , (15) 

where    – converting the set of operators.  
In this case:  

  ( ),I O U    . (16) 

The software implementation of the visualization system 
mapping    can be generated semi-automatically, after the 
user has specified the relevant elements of the sets I  and 
O  object properties of a variety of U . 

To unify the software implementation of the operator   
can also be used an approach, based on ontological 
engineering. The operator will be modified as follows: 

: K L   , (17) 

where L – ontology, describing syntax input-output 
programming language operators. 

  denotes a unified parser, which is controlled by the 
ontology L . 

The investigation of the applicability of the ontological 
engineering practices to the task of parsing the source code 
in a given language in order to extract input and output 
variables. To automatically generate a parser must submit 
Backus-Naur Form (BNF), the language of ontology. To 
represent the BNF, as well as for the presentation of visual 
objects of applied ontology enough without axiomatic. 
Therefore, L=〈TL,RL〉, when TL – thesaurus construction, 
and RL - a finite set of relations between them. Total formal 
model of the system is represented as follows: 

* , , , , , , , , , ,Y U M E L M      〈 〉. (22) 

5 Conclusions 

This article presents the application development techno-
logy of augmented reality, based on ontologies. The results 
of the analysis of existing approaches to the development of 
augmented reality applications, demonstrated the need for a 
high-technology systems for building augmented reality. 
The article proposes the technology of constructing the ap-
plication based on the ontological analysis to solve problems 
arising in the development of augmented reality applications. 
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Abstract 

Metaheuristics Algorithms are widely recognized as one of the most practical approaches for 
Global Optimization Problems. This paper presents a comparison between two metaheuristics to 
optimize a set of eight standard benchmark functions. Among the most representative single 
solution metaheuristics, we selected Tabu Search Algorithm (TSA), to compare with a novel 
population-based metaheuristic: Cuckoo Search Algorithm (CSA). Empirical results reveal that 
the problem solving success of the TSA was better than the CSA. However, the run-time 
complexity for acquiring global minimizer by the Cuckoo Search was generally smaller than the 
Tabu Search. Besides, the hybrid TSA-Simplex Algorithm gave superior results in term of 
efficiency and run-time complexity compared to CSA or TSA tested alone. 

Keywords 

Metaheuristic Algorithms 
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Global Optimization 

Nature Inspired Algorithms 

 

1 Introduction 

Global Optimization has been an active area of research for 
several decades since optimization problems are inherent in 
nearly every research area, ranging from engineering to the 
natural sciences such as Biology or Chemistry. It is also an 
active research topic in many other areas such as 
Mathematics, Business, and the Social Sciences [1]. As 
many real-world optimization problems become more 
complex, better optimization algorithms were needed. 

In all optimization problems, the goal is to find the 
minimum or the maximum of the objective function. 
Therefore, the aim of optimization is to obtain the relevant 
parameter values allowing an objective function the 
generation of the minimum or maximum value. Thus, 
unconstrained optimization problems can be formulated as 
the minimization or the maximization of D-dimensional 
function [2]: 

     1 2 3   ,  ,  ,  , DMin or Max f x x x x x x   (1) 

The challenge of developing new methods, baptized 
Metaheuristics, which are better able to solve difficult 
problems, still attracts the interests of current researchers. 
Metaheuristic optimization is therefore a field of growing 
interest since a single metaheuristic optimization algorithm, 
which can solve all optimization problems of different types 
and structures, does not exist. 

The metaheuristic optimization algorithms use two basic 
strategies while searching for the global optimum: 
exploration and exploitation [3]. The exploration process 
succeeds in enabling the algorithm to achieve the best local 
solutions within the search space, whereas the exploitation 

process expresses the ability to reach the global optimum 
solution around the obtained local solutions. 

A metaheuristic algorithm must have some 
characteristics such as [4]: it must be able to reach rapidly 
the global optimum solution; the total calculation amount 
and the run-time required to reach the optimum must be 
acceptable for practical applications. The algorithmic 
structure of a metaheuristic has also to be simple enough to 
allow its easy adaptation to different problems. Besides, it is 
desired that the metaheuristics have very few algorithmic 
control parameters excluding the general ones like total 
Number of iterations or the size of the population (for the 
population based optimization algorithms). 

There are a wide variety of metaheuristics and a number 
of properties allowing their classification. One classification 
dimension is single solution vs. population-based [5]: Single 
solution approaches focus on modifying and improving a 
single candidate solution such as Simulated Annealing (SA) 
and Tabu Search Algorithm (TSA). Whereas population-
based approaches maintain and improve multiple candidate 
solutions such as Genetic Algorithms (GA) and Cuckoo 
Search Algorithm (CSA). 

Several comparisons of the efficiency of metaheuristic 
algorithms have been published [6-11]: It has been shown 
that TSA represents one of the most efficient heuristic 
techniques to find good quality solutions in a short running 
time compared to population-based algorithms such as GA 
or Ant Colony Optimization (ACO) [12, 13]. It has been 
shown also that CSA gave superior results compared to GA, 
Particle Swarm Optimization (PSO) and Artificial Bee 
Colony (ABC) [4, 14-15]. 

In this paper, we applied therefore CSA and TSA for 
optimizing eight standard test functions with diverse 
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properties: modality, separability, and valley landscape to 
analyze their effectiveness in terms of solution quality and 
runtime. We then compared the both metaheuristics to the 
novel algorithm combining TSA and Nelder-Mead Simplex 
minimizer. 

This paper is organized as follows: Section 2 describes 
the principles of the applied algorithms: CSA, TSA and 
Simplex algorithm as well as the test functions. In Section 3, 
we analyze and compare the results obtained in terms of run-
time and solution quality. Section 4 concludes this paper. 

2 Material and Method 

2.1 CUCKOO SEARCH ALGORITHM 

CSA is a novel population based stochastic search 
metaheuristic proposed by Yang and Deb in 2009 [16-18]. It 
is inspired by a natural mechanism; the parasitic breeding 
behavior of some cuckoo species that lay their eggs in the 
nests of host birds. Therefore, a pattern corresponds to a nest 
and similarly each individual attribute of the pattern 
corresponds to a cuckoo egg and the latter represents a new 
solution. In each computation steps, the new and potentially 
improved solutions replace the worse solutions (eggs in the 
nests).  

CSA can be briefly described using the following three 
rules [17-19]: 

1. Each cuckoo lays one egg at a time and dumps it in a 
randomly chosen nest. 

2. Best nests with high quality of eggs will be passed to 
the next generations. 

3. The number of available host nests is fixed, and a 
host bird can discover a foreign egg with a 
probability pa. In this case, the host bird can throw 
the egg away or abandon the nest and build a new one 
in a new location. 

We have chosen this population based stochastic global 
search metaheuristic algorithm because it has been shown 
that CSA is superior with respect to GA, PSO and ABC [12-
14]. Besides, several studies indicate that Cuckoo Search is 
a powerful algorithm and successful results have been 
achieved in various applications such as manufacturing 
optimization [20], physically - based runoff - erosion model 
[21] Query Optimization [22], Training Artificial Neural 
Networks [23] and PCB (Printed Circuit Boards) Drill Path 
Optimization [19] as well as Performing Phase Equilibrium 
Thermodynamic Calculations [15].  

Although this metaheuristics is novel, many 
improvements are proposed in the literature such as ICS 
(acronyms of Improved Cuckoo Search) which is proposed 
to enhance the accuracy and the convergence rate of this 
algorithm [24]. In this version, a proper strategy for tuning 
the cuckoo search parameters is used instead of keeping 
these parameters constant.  

Another modified cuckoo search algorithm is also 
presented in [25]: the authors implemented a CSA version 
where the step size is determined from the sorted, rather than 
only permuted fitness matrix.  

In exploring the search space, Yang and Deb discovered 
that the performance of the CSA could be significantly 
improved by using Lévy Flights instead of simple random 
walk [18] since Lévy Flight can maximize the efficiency of 

resource searches in uncertain environments. For this reason, 
we have selected this version of the CSA algorithm. In the 
other hand, this CSA version has outperformed both GA and 
PSO for all the test functions used in [16-17]. 

The different steps of the CSA implemented in our work 
(the minimization of test functions) can be summarized in 
the following flow chart [16-19]. 

In its original version, CSA is proposed for continuous 
problems; however, it can be extended for combinatorial 
discrete optimization problems [19, 26]. It can also be 
combined with others metaheuristics such as TSA [22], 
Scatter Search [23] and Greedy Randomized Adaptive 
Search Procedure (GRASP) [27].  

 

 
FIGURE 1 Flow Chart of CSA 

2.2 TABU SEARCH ALGORITHM 

TSA was first proposed by Fred Glover in 1986 [28]. It is 
inspired by human memory. It is so called because it avoids 
returning to recently visited solutions. At each iteration, the 
best neighbor is selected as a current solution. To avoid cycles, 
i.e.; the infinite repetition of a sequence of movements, the L 
latest movements are forbidden (L is the length of the tabu list, 
which is a short-term memory. It contains the best 
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conformations already visited). Then, the selected movements 
must be the best ones and not in the tabu list. 

Although it might seem simple to reject a solution to a 
discrete combinatorial problem if it appears in the tabu list, 
this is not the case for continuous problems.  

As for other metaheuristics, a random candidate solution 
within a neighborhood can be defined. If this solution has an 
objective value higher than the current solution 
(minimization), the decision whether to accept it or not is 
based on the content of the tabu list. However, rather than 
checking if the solution is already tabu it should be checked 
if the solution is within a certain distance of a solution in the 
tabu list [29]. A TSA with this property is called Enhanced 
Continuous Tabu Search (ECTS) [30].  

ECTS is proposed for the global optimization of multi-
minima functions, it results from an adaptation of 
combinatorial TSA that aims to follow Glover's basic 
approach as closely as possible. In order to cover a wide 
domain of possible solutions, this algorithm first performs the 
diversification: it locates the most promising areas, by fitting 
the size of the neighborhood structure to the objective function 
and its definition domain. For each located promising area, the 
algorithm continues the search by intensification within one 
promising area of the solution space. 

The flow chart presented on Figure 2 outlines the 
different steps of the ECTS used in our work.  

We have chosen this variant for its advantages [30]: first, 
its principle is rather basic, directly inspired from 
combinatorial Tabu Search. Secondly, the authors tested and 
compared the efficiency of ECTS to other published 
versions of Continuous Tabu Search and to some alternative 
algorithms like Simulated Annealing. The results revealed 
that ECTS showed a good performance for functions having 
a large number of variables. 

 

 
FIGURE 2 Flow Chart of TSA 

Among the neighbourhood search methods, TSA is 
considered as one of the most prominent, being widely used 
and providing a powerful approach for solving a large range 
of optimization problems [31]. TSA, which also has the 
advantage that only function values are used, 
(differentiability and continuity being not required), is 
characterized by the use of “memories” during the search 
[32]. Additionally, TSA needs fewer parameters to be 
adjusted than the SA algorithm. Unlike other metaheuristics, 
TSA is not trapped in local minimum [29].  

TSA is subject to several developments such as: Directed 
Tabu Search (DTS), which is a continuous TSA [33]. The 

Memory Models are also introduced in order to improve 
Tabu Search with real continuous variables [34]. 

2.3 SIMPLEX ALGORITHM  

The Nelder-Mead minimization method [35] is based on the 
comparison of function values at n+1 vertices of a general 
simplex. The simplex adapts itself via Reflection, Expansion 
as well as Contraction operations by replacing the vertex 
with the highest value by another point with lower value. 

Figure 3 illustrates the principle of the Nelder–Mead 
Simplex algorithm. 

 
(a) Reflect Transformation 

 
(b) Expand Transformation 

 
(c) Contract Outside 

Transformation 

 
(d) Contract Inside 

Transformation 

 
(e) Shrink 

FIGURE 3 Nelder–Mead Simplex Algorithm’s Principle 

We have opted for the Nelder–Mead Simplex algorithm 
because it is a classical very powerful local descent 
algorithm, making no use of the objective function 
derivatives [36].  

An overview of the algorithm is outlined in Figure 4 [37-38]: 

 
FIGURE 4 Flow Chart of Nelder-Mead Simplex Algorithm 

http://www.scholarpedia.org/article/File:NelderMead_1.jpg
http://www.scholarpedia.org/article/File:NelderMead_2.jpg
http://www.scholarpedia.org/article/File:NelderMead_4.jpg
http://www.scholarpedia.org/article/File:NelderMead_3.jpg
http://www.scholarpedia.org/article/File:NelderMead_5.jpg
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2.4 HYBRID TSA-SIMPLEX ALGORITHM  

In spite of the numerous advantages of the Tabu Search, it 
might not find a near-optimal solution for some problems, 
especially continuous ones [29], but it can find several good 
starting points for local search. For this reason, and in order 
to improve TSA effectiveness, we have applied the Nelder-
Mead minimization to the TSA solutions. Therefore, the 
initial simplex is composed of the TSA solutions.  

We have opted for the combination of these algorithms 
because many comparisons are made in this way. These 
comparisons concluded that hybrid search algorithms gave 
superior results compared with any of the algorithms tested 
individually [39-41].  

2.5 TEST FUNCTIONS  

Test functions are important to validate new optimization 
algorithms and to compare the performance of various 
algorithms. There are many test functions in the literature 
[42-45], but there is no standard list or set of benchmark 
functions to be followed.   

In order to make sure whether the tested algorithms can 
solve certain types of optimization efficiently, test functions 
should have diverse properties. So, we select a list of eight 
test problems usually used for checking the properties of the 
optimizers.  

The details of the continuous test functions used in our 
work are summarized in the following table 1. 

TABLE 1 Test Functions 

Beale Function (Non-Separable, Non-Scalable and Unimodal)  

f1(x,y) =(1.5-x+xy)² +(2.25-x+xy²)²+ (2.625-x+xy3)² 

Search Space: [-4.5;4.5]  

 

 
  

Global Minimum: f1(3 ;0.5)=0  

De Joung (or DJ) Function (Separable, Scalable, Unimodal) 

f2(x,y) = x²+y² 

Search Space: [-5.12;5.12] 

  

Global Minimum: f2(0 ;0)=0 

Goldstein and Price (or GP) Function (Non-Separable, Non-Scalable and Multimodal) 

f3(x,y)=[1+(x+y+1)²×(19−14x+3x²−14y+6xy+3y²)]× 

[30+(2x −3y)² ×(18−32x+12x²+48y−36xy+27y²)] 

Search Space: [-2;2] 

  

Global Minimum: f3(0 ;-1)=3 

Himmelblau Function (Non-Separable, Non-Scalable, and Multimodal) 

f4(x,y) = (x²+y-11)²  + (x+y²− 7)² 

Search Space: [-6;6] 

  

Global Minimum: f4(3 ;2)=0 

Matyas Function (Non-Separable, Non-Scalable and Unimodal) 

f5(x,y) =0.26(x²+y²) − 0.48xy 

Search Space: [-10;10] 

  

Global Minimum: f5(0 ;0)=0 

Rastrigin Function (Separable, Scalable and Multimodal) 

f6(x,y) = 20 + (x²-10 cos(2πx)) +  (y²-10*cos(2πy)) 

Search Space: [-5.12;5.12] 

  

Global Minimum: f6(0 ;0)=0 

Rosenbrock Function (Non-Separable, Scalable and Unimodal) 

f7(x,y) =100(x²-y)² + (x-1)² 

Search Space: [-10;10] 

  

Global Minimum: f7(1 ;1)=0 

Step Function (Separable, Scalable and Unimodal) 

f8(x,y) = (x+0.5)² + (y+0.5)² 

Search Space: [-100;100] 

  

Global Minimum: f8(0.5;0.5)=0 

These functions have diverse properties in terms of 
modality, separability and valley landscape: According to [46], 
the modality of a function corresponds to the number of 
ambiguous peaks in the function landscape. If these peaks are 
encountered during an exploration process, there is a tendency 
that the algorithm may be trapped in one of such peaks. This 
will have a negative impact on the search process, since it can 
direct the search away from the true optimal solutions. So, a 
function with more than one local optimum is called 
multimodal. These functions are used to test the ability of an 
algorithm to escape from any local minimum.  

Another test problem is formulated by separable and 
non-separable functions [46]. The dimensionality of the 
search space is an important issue with the problem. In 
general, separable functions are relatively easy to optimize, 
when compared with their inseparable counterpart, because 
each parameter of a function is independent of the other 
parameters. If all the variables are independent, then we can 

perform a sequence of n (n being the number of independent 
variables) independent optimization processes. 

Finally, a valley occurs when a narrow region of little 
change is surrounded by areas of steep descent [46] (this 
region attracts the minimizers). The progress of a search 
process of an algorithm may be slowed down significantly 
on the floor of the valley. Functions with flat surfaces pose 
a difficulty for the algorithms, as the flatness of the function 
does not give the algorithm any information to direct the 
search process towards the minima. 

3 Experiment  

To verify the reliability of the CSA, TSA and Nelder-Mead 
Simplex algorithms, several well-known test functions as 
shown in table 1 are considered.  

The parameters of the CSA, TSA and Simplex algorithms 
used in our experiments are given in the table 2 below. 
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TABLE 2 The parameters of the CSA, TSA and Simplex Algorithms 

Algorithm Parameters  

CSA 
Number of Nests     = 25  

Discovery Rate        = 0.25  

TSA 
Tabu List Length     = 10  

Neighborhood Size  = 10  

Simplex 

Alpha                       = 1.0  

Beta                          = 0.5  

Gamma                     = 2.0  

We have executed each algorithm for 1000, 10000 and 
100000 iterations. The table 3 shows the run times of the 
algorithms CSA, Simplex and TSA for 1000 iterations.  

TABLE 3 The Run-time of CSA, TSA and Simplex Algorithms 

Function Algorithm Run-time (seconds) for 1000 Iterations  

f1 

 

CSA 0.181127  

TSA 999.355000  

 0.004000  

f2 

 

CSA 0.174693  

TSA 999.476000  

Simplex 0.002000  

f3 

 

CSA 0.153440  

TSA 999.185000  

Simplex 0.0000000  

f4 CSA 0.384832  

 TSA 999.486000  

Simplex 0.002000  

f5 

 

CSA 0.137662  

TSA 999.496000  

Simplex 0.001000  

f6 

 

CSA 0.258002  

TSA 999.363000  

Simplex 0.003000  

f7 

 

CSA 0.422266  

TSA 1001.631000  

Simplex 0.003000  

f8 

 

CSA 0.203946  

TSA 999.305000  

Simplex 0.001000  

From this table, we can note that the simplex algorithm 
is the best in terms of running time and the TSA is the 
slowest algorithm. These findings remain true even for 
10000 and 100000 iterations.  

We have then executed each algorithm ten times for each 
benchmark function. The following table 4 shows the 
experimental results of the comparative performances in 
terms of best, worst and average solutions between the 
Cuckoo Search and Tabu Search Algorithms. 

TABLE 4 Best, Worst and Average Solutions of CSA and TSA 

Test function CSA TSA 

Best Worst Average Best Worst Average 

f1 0.00099507 0.1729 0,0420371609 0.003130 9.819423 1,3011135 

f2 0,0003587200 0,0032968000 0,0012535720 0,0000010000 0,0001410000 0,0000360909 

f3 3,0121 4,9408 3,93157 3,000088 97,698648 38,0309893 

f4 0,007139 0,10514 0,0340206 0,000055 0,021961 0,0043994 

f5 0,0000652940 0,0066796000 0,0024487004 0,0003460000 0,0355960000 0,0172967000 

f6 0,0966590000 1,9902000000 0,9387889000 0,0001740000 0,0189600000 0,0041338000 

f7 0,0332870000 1,4028000000 0,5478952000 0,0124640000 3,8449870000 1,0535761000 

f8 0,12119 2,5204 0,87182667 0,0019300000 0,0195940000 0,0111310909 

From the table 4 above, we can note that TSA is more 
efficient since TSA solutions are better than the CSA ones 
for six functions. However, TSA is slower than CSA.  

Besides, we can note that CSA is better for Non-
Separable, Non-Scalable and Unimodal functions (Beale 
and Matyas functions). 

In order to improve the TSA run-time, we have executed 

the hybrid algorithm TSA-Simplex: we first execute the 
TSA for only 10 iterations. We have then applied the Nelder-
Mead minimization (1000 iterations) to the TSA solutions. 
Therefore, the initial simplex is composed of the TSA 
solutions.  

The following table 5 shows the results of this 
combination. 

TABLE 5 TSA-Simplex Results 

Test function Best Worst average Runtime average 

f1 0,0000000000 0,1651646790 0,0337103523 9,90962 

f2 0,0000000000 0,00077629 0,000077629 9,90236 

f3 3,0000000000 30,1994131088 14,2549998587 9,9053 

f4 0,0000000000 0,0062818 0,00155021 9,90369 

f5 0,0000000000 0,01367587 0,00136759 9,90418 

f6 0,0000000000 0,00019708 0,000022294 9,90489 

f7 0,0000000000 3,13065288 0,77918326 9,90416 

f8 0,0000000000 0,00650235 0,00103485 9,90568 

 
The table 5 above shows obviously that the hybrid 

algorithm finds the exact solution to all the benchmark 
functions even in acceptable run-time. These findings 
remain true even when minimizing functions with 3, 4 and 
5 dimensions (3, 4 and 5 variables instead of 2) for all 
benchmarks used in our work. 

4 Conclusion 

In this study, we have selected three metaheuristic 

algorithms: CSA, TSA and Simplex method for the test of 
eight difficult optimization functions with diverse properties: 
modality, separability, and valley landscape to analyze their 
effectiveness in terms of solution quality and runtime. The 
functions were systematically optimized by the different 
metaheuristics and the results were tracked and compared.  

The results show clearly that TSA is more reliable than 
CSA since the best TSA solutions are better than the CSA 
ones in 6 functions (f2, f3, f4, f6, f7 and f8) among 8 (see table 
4), whereas CSA is faster than TSA (see table 3). Note also 
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that CSA gives good results for Non-Separable, Non-
Scalable and Unimodal functions (f1, f5). 

To improve the runtime of the TSA, we have combined 
it with simplex algorithm (as it has the best run-time). The 
hybrid algorithm is the more reliable as it successfully 
optimized all functions and found the global minima for 
each one within reasonable run-time. 

With regard to the future, we believe that the application 
of these metaheuristics to solve real-world problems such as 
molecular docking is promoting [47-51].  On the other hand, 
the CPU time could be drastically reduced by using a 
parallel version of these metaheuristics [52-54] that could be 
easily implemented on GPUs (Graphical Processing Units). 
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Abstract 

Feature extraction technique plays an important role in character recognition since last so many years. In 
this paper, two advanced feature extraction techniques namely 16-Directional Gradient Feature Extraction 
Technique (16-DGFET) and 24-Directional Gradient Feature Extraction Technique (24- DGFET) have 
been proposed and implemented. This paper demonstrates the concept of Handwritten Hindi Character 
Recognition (HCR), feature extraction mechanisms adopted for character recognition starting from 
Conventional Feature Extraction Technique (CFET), Gradient Feature Extraction Technique (GFET), and 
Directional Gradient Feature Extraction Technique (DGFET). In DGFET, few techniques have been 
initiated which involve dividing the gradient values to 8/16 directional values, these techniques attained 
recognition accuracy of around 94%. We have aimed at further splitting of the gradient values in 24 parts 
in order to find if it achieves the objective of increasing the performance of character recognition with 
more accurate analysis and acceptable training time. An experimental evaluation and comparative analysis 
have been made at the end of the paper to prove the result whether further splitting is providing a better 
result in comparison to 8 or 16 parts division taking in account the training time, the accuracy of 
recognition and performance appraisal. The network used here is Multilayer Perceptron (MLP) with Error 
Back Propagation (EBP) algorithm to train the network.  

A sample of count 1000 has been taken for experimentation including the personnel of different age groups 
involving both male and female handwriting. A comparative synthesis is made for 8/16-Directional and 
24-Directional input values comparing the recognition performance and training time. 

Keywords 

Pattern Recognition 

Hindi Character Recognition 

Gradient Feature Extraction 

Technique (GFET) 

Directional Gradient Feature 

Extraction (DGFET) 

Multilayer Perceptron (MLP) 

Error Back Propagation 
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1 Introduction 

Artificial Neural Network has its effective implementation 
in certain areas due to its application potentials; Character 
Recognition is one among them, character recognition being 
an area of pattern recognition aims at feature extraction to 
identify the character samples.  

Many efforts have been applied in scientific scenario for 
the development of an effective recognition system which 
could effectively identify and analyse the entity, object or 
characters. Identifying a typed/printed character is easy 
while handwritten character recognition raises a difficulty 
because every individual has its own style of writing 
including its size, style and orientation angle. A number of 
works have been reported for character recognition of 
languages such as English, Chinese, Japanese, Arabic, etc. 
but only a few attempts have been made for resolution of 
Hindi Character aiming at Handwritten Hindi Character 
Recognition. In this paper, a MLP network has been used 
featured with Advanced Feature Extraction, with neurons 
trained with EBP algorithm to obtain offline recognition of 
handwritten Hindi Characters. Feature Extraction 
Mechanisms which have been implemented in this paper are 
Directional Values Gradient Feature Extraction with 
splitting of gradient values into 16 and 24 parts/directions 

respectively. [13 - 15] 
While application of 8-DGFET, the performance 

obtained is 95% and when applied with 16-DGFET the 
accuracy performance raised to 96% with a little rise in 
training time. The work aims at further dividing it in 24 parts 
and then analysing the network performance in recognizing 
the character. On further division in 24 sectors, the result 
found that there was a slight enhancement in performance 
accuracy i.e. 97% with a great rise in training time of 
neurons which could be considered ineffective. As while 
developing a character recognition system both 
performance accuracy and little training time serve as 
essential parameters. The network architecture that 
considers the input layer and the number of hidden and 
output layer and training algorithm is also considered while 
deriving the conclusion. 

The organization of paper is as follows- Section II 
provides a background study of neural network, the 
language selected, the training methods, the training 
algorithm used with specifying the reason of its adoption. 
Section III discusses the pre-requisites to perform the 
recognition, operation to be performed before application to 
the neural network for training. Section IV highlights 
several mechanisms discussed so for character recognition.  

Section V provides comparison of 8 Directional, 16-
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Directional and 24- Directional Gradient Feature Extraction 
mechanism defining which scheme proves to be effective in 
achieving the Character Recognition objectives with 
consideration of training time of neuron. 

2 Research background 

2.1 HINDI LANGUAGE 

Hindi, the national language of India is the second most 
widely spoken language of India. It is being used as an 
official language in various Government offices and sectors 
which include banks, sales tax offices, Railway, Passport 
office, Embassy, etc. Around 40 million people speaks 
Hindi language all over India, especially by the north 
Indians. The characters involve 13 vowels and 36 
consonants directing from left to right. [1] 

 

 

 

 

 

 

FIGURE 1 Hindi Characters of alphabet [1] 

2.2 NEURAL NETWORK 

A Neural Network can be defined as a highly-
interconnected network with a number of processing 
elements termed as neurons, having the ability to gain 
knowledge which could be used for further future 
applications. The inspiration on these parallel processing 
elements is attained from the biological neurons.  

2.3 FEATURE EXTRACTION 

Feature Extraction is an essential component in Pattern/ 
Character Recognition. It aims at finding an appropriate 
mapping for the characters reducing the dimension of the 
pattern. The neural network here is incorporated with 
advanced mechanism for feature Extraction with several 
methods for it. Edge detection, Boundary detection, etc. are 
also some methods for Character Recognition. 

The Hindi Character recognition follows the following 
steps: 

 Sample acquisition 
 Pre-processing operations including image thinning, 

compression, Skeletonization and normalization 
 Directional Gradient Feature Extraction 
 Classification and Recognition 

2.4 TRAINING MECHANISM 

A neural network is trained to perform certain applications. 
The network training involves feeding the input vectors into 
the system and performing weight adjustments to obtain the 
desired output/target vector. 

The learning or training mechanism includes- Supervised 
Training, Unsupervised Training, and Reinforcement training. 

Supervised Training: Supervised training involves an 
assumption of teacher during training aiming to minimize 
the error between the desired output and attained output. The 
input vector and the target vector are together termed as 
training pair. Generally, a network requires several such 
training pairs. Every time a result is obtained on application 
of input vector is matched with the desired output. If it not, 
the weight is manipulated and again fed to the network 
tending to minimize the error. This continues until a result 
is obtained with error potentially low [7, 8]. 

 Unsupervised Learning: Involves no pre-feeding of 
output vector. The only provided value is the input 
vector thus no comparison could be made to 
determine the correctness of the result obtained. The 
training is performed to the time the system is found 
to obtain a consistent result. The network here tries 
to learn on its own. [7, 8] 

 Reinforcement Learning: The learning performed 
based on rewards or criticism is Reinforcement 
learning. If positive or reward defines a good training 
and in case of criticism is regarded as error or 
inappropriate output. [7, 8] 

2.5 PERCEPTRON 

The architecture of neural network consists of several 
neurons to which input are provided such that each input “xi” 
is multiplies to its respective weight “wi”. The result is 
summed up using Σ unit. The output is then compared with 
the predefined threshold value and if is found greater is set 
to 1 otherwise the value is taken 0. The perceptron learning 
is categorized under supervised learning. It can be a single 
layer model or multi-layer model comprising of several 
hidden layers. In the present word, we have taken 2 hidden 
layers. The number of neurons at the output layer is the 
number of characters to be recognized. 

2.6 PERCEPTRON TRAINING ALGORITHM 

This training algorithm is used to train the perceptron which 
involves presentation of the input pattern one at a time and 
adjusting the weights to minimize the error raising the 
accuracy. “Delta Rule” is a generalized perceptron training 
algorithm to train the neurons. Δ provides the difference 
between target output “T” and the obtained output “A” i.e. 
Δ= T-A. 

In case δ=0, means no training us required and the attained 
output is the desired output. In other cases, training is required. 
Each input is multiplied with its respective weights and a 
learning coefficient η is multiplied to the product to control 
the average weight change. Accordingly, the weight is 
adjusted by applying the formula: Wi+1= Wi + Δ. 

2.7 ERROR BACK PROPAGATION ALGORITHM 

The recognition performance of the network depends on the 
training algorithm and structure of the network. Here, in this 
paper have adopted Error back propagation algorithm as it 
provides a better training/learning rate. This network does 
not have any feedback connection but only requires back 
propagation of errors during training. The errors obtained at 
the output layer are the result of hidden layer errors. These 
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errors serve as a basis of adjustment of connecting weights 
interleaved between the hidden layer and the input layer. 
The adjustment of weight continues to the time the error is 
found to be below the tolerance level. 

The implementation of error back propagation algorithm 
includes the weight updating and is biased in the direction 
where the performance function falls rapidly- the negative 
part of the gradient. The iteration is represented as Wn+1 = 
Wn – αngn. 

Here Wn represents the weight, α is the learning rate and 
gn is the gradient value. The gradient value is calculated for 
each pixel and after each iteration and is compared with the 
threshold value. If is smaller is passed else sent for next 
iteration. The implementation of gradient descent algorithm 
takes place in two modes – Incremental mode and Batch 
mode. In this paper, Batch Gradient Descent (traingd) is 
adopted for training the network. The parameters adopted 
for traingd are- epoch (defining the number of iterations), 
show, goal, min, lr (learning rate). The lr should be neither 
too high nor too low. The smaller the lr the learning time 
will be raised and if is too high could make the algorithm 
unstable.  

2.8 OBJECTIVE OF THE WORK 

The basic objective of the paper includes: 
 Directional Gradient Feature Extraction using back 

propagation feed forward network. 
 Analysing the performance if the directional gradient 

feature extraction measure is further split to 24 parts 
ie. What will be the performance of Character 
Recognition if we propose 24-Directional Gradient 
Feature Extraction in comparison to 16-Directional 
Gradient Feature Extraction? 

 Comparison parameters covers - Recognition 
performance accuracy, network training time and 
classification time.  

3 Pre-requites of feature extraction 

3.1 PRE-PROCESSING 

The handwritten samples of Hindi characters are collected 
from several personnel including male and female of 
different age groups. The samples are then scanned by 
scanner and image is converted into binary form. 

3.2 IMAGE SMOOTHENING 

Smoothening of the images by removing unnecessary variations 
from the image is called image smoothing. These variations are 
the noise. Gaussian filter approach is adopted for it. 

3.3 IMAGE THINNING 

It is also referred as skeletionization which is applied to 
binary pixel image aims at removal of extra pixel that are 
not part of backbone of a character. This image thinning 
results in transformation of broad strokes of image to thin 
lines. [4, 6] 

3.4 NORMALIZATION AND IMAGE COMPRESSION 

After skeletionization of the image, normalization is done 
by placing the character to the top left corner of the 
computer screen in 30*30-pixel window. [1, 3, 6] 

4 Feature Extraction Methods 

4.1 CONVENTIONAL FEATURE EXTRACTION 
TECHNIQUE (CFET) 

It involves the selection of region holding the character. The 
screen is taken to be of 30*30 pixels. If a line is passing 
through a pixel; the pixel value is taken to be 1 whereas the 
left pixels are assigned the value 0. This combination of 
pixel value is stored in the character database for every 
Hindi character meant for recognition purpose. In Hindi, 
every character holds a different font size varying person to 
person; hence there is a possibility that the character taken 
from individual for recognition has a different line. Hence 
this generalized method of character recognition cannot be 
specialized. It also requires a large storage space to hold the 
pixel value combination for every character. This technique 
requires more training time and yields less recognition 
accuracy. [1, 2, 12] 

4.2 GRADIENT FEATURE EXTRACTION 
TECHNIQUE (GFET) 

This method incorporates the use of “Sobel Operator” to 
obtain the gradient values for each pixel. This sobel operator 
is used in gradient values calculation. E.g. if the screen has 
resolution of 30*30, gradient value is calculated for each 
pixel. The sobel operator uses a horizontal or vertical 
template for gradient component extraction [5, 13 - 15]. 

 
FIGURE 2 Sobel operator template [13 - 15] 

The gradient component is evaluated using the 
following expression: 

Horizontal Component is represented by  
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After obtaining the values the gradient strength and its 
direction can be evaluated using the formula: 

      2 2,  ,  ,  0.5v hG i j grad i j grad i j  , 

    /y xarctan G G    

4.3 DIRECTIONAL GRADIENT FEATURE 
EXTRACTION (8-DGFE) 

Further enhancement was made in the field of feature 
extraction by dividing the gradient values into 8 equal parts 
to obtain directional value ranging from 1 to 8. For gradient 
value -1, the directional value was taken to be 0. The 
directional gradient value was calculated according to the 
gradient angle range. 

Before calculation a padding operation was performed 
to transform the 30*30-pixel image to 32*32 matrixes. This 
padding involved the addition of 0 across the boundary of 
image. The pixel surrounded by 8 black pixels was assigned 
the gradient value -1. Next the 32*32 matrix was converted 
to 1024*1 matrixes and fed to feed forward neural network 
for character recognition.  

The division was such that if angle ranged between 0-45 
degrees was taken the value 1, for angle between 46-90 
degree was assigned the value 2 and so on. This division can 
be represented as follow in the figure 3. [13, 14, 15]. The 
directional values can be calculated as per following table 
given below as table 1.   

TABLE 1 Direction equivalent of gradient values  

Calculated Gradient values Equivalent Directional values 

grad = -1 0 

0 < = grad < 0.786 1 

0.786 < = grad < 1.58 2 

1.58 < = grad < 2.37 3 

2.37 < = grad < 3.14 4 

3.14 < = grad < 3.94 5 

3.94 < = grad < 4.72 6 

4.72 < = grad < 5.46 7 

5.46 < = grad < 6.28 8 

The division of gradient values into 8 equal parts can 
also be represented as follows in figure 3. 

 
FIGURE 3 8 Directional Values equivalent to gradients 

4.4 16- DIRECTIONAL GRADIENT FEATURE 
EXTRACTION (16-DGFE) 

The image is normalized into 30 * 30 matrixes and then 
transformed to 32*32 matrixes by adding zeros across the 
boundaries. Gradient value is calculated for each pixel using 
the sobel operator. The same mechanism as for 8-DGFET is 
adopted with a difference that the gradient was partitioned 
to 16 equal parts. The division can be represented as in table 
2 and figure 4. 

The division of gradient values into 16 equal parts can 
also be represented as follows: For this feature extraction 
technique, the same parameter of training, classify have 
been taken as we have taken for 8-DGFET. 

TABLE 2 8 directional values equivalent to gradients 

Calculated Gradient values  Equivalent Directional values 

grad = -1 0 

0<= grad <0.395 1 

0.395<= grad <0.795 2 

0.795<=grad<1.19 3 

1.19<=grad<1.57 4 

1.57<=grad<1.97 5 

1.97<=grad<2.37 6 

2.37<=grad<2.76 7 

2.76<=grad<3.14 8 

3.14<=grad<3.55 9 

3.55<=grad<3.94 10 

3.94<=grad<4.33 11 

4.33<=grad<4.72 12 

4.72<=grad<5.12 13 

5.12<=grad<5.50 14 

5.50<=grad<5.89 15 

5.89<=grad<6.28 16 

The division of gradient values into 16 equal parts can 
also be represented as follows in figure 4. 

 
FIGURE 4 16 Directional Values equivalent to gradients 

4.5 24-DIRECTIONAL GRADIENT FEATURE 
EXTRACTION (24-DGFE) 

The paper aims at further splitting the gradient value into 24 
equal parts i.e. to the angle of 15 degree variations.  

The work aims at finding that if further splitting could 
successfully improve the performance and accuracy of 



COMPUTER MODELLING & NEW TECHNOLOGIES 2016 20(4) 30-36 Singh D, Saini J P, Chauhan D S 

34 
Information and Computer Technologies 

character recognition with consideration to neuron training 
time or could result in no better or effective result. An 
effective approach does not compromise with the neuron 
training time i.e. if further splitting of gradient values is 
found to bring no potential difference compared to that 
found in 16-DGE and it consumes much training time, and 
then the approach cannot be considered efficient.  

The mechanism remains the same with the only 
difference in the number of sectors partitioned. The 
directional value is calculated as per following table 3. 

TABLE 3 24 directional values equivalent to gradients 

Calculated Gradient values  Equivalent Directional values 

grad=-1 0 

0<=grad<0.26 1 

0.26<=grad<0.52 2 

0.52<=grad<0.79 3 

0.79<=grad<1.05 4 

1.05<=grad<1.31 5 

1.31<=grad<1.57 6 

1.57<=grad<1.83 7 

1.84<=grad<2.10 8 

2.10<=grad<2.36 9 

2.36<=grad<2.62 10 

2.62<=grad<2.88 11 

2.88<=grad<3.14 12 

3.14<=grad<3.41 13 

3.41<=grad<3.67 14 

3.67<=grad<3.93 15 

3.93<=grad<4.19 16 

4.19<=grad<4.45 17 

4.45<=grad<4.71 18 

4.71<=grad<4.98 19 

4.98<=grad<5.23 20 

5.23<=grad<5.50 21 

5.50<=grad<5.76 22 

5.76<=grad<6.02 23 

6.02<=grad<6.28 24 

The division of gradient values into 24 equal parts can 
also be represented as follows in figure 5. 

 
FIGURE 5 24 Directional Values equivalent to gradients 

5 Experimental Result and Comparative analysis   

In this paper, Back propagation neural network  with 12 
number of hidden units has been used for training the 
network.The gradient descent training method has been 
implemented for training the back propagation neural 
network. This training method calculates the gradients and 
compare it with threshold value 10-10.Whenever gradient 
exceeds the threshold valus,network performs next iteration. 
The batch steepest descent training function is traingd. 

For performing the experiment in Matlab, 1000 number 
samples of Hindi characters have been collected from 
different person of different department of different age 
groups. Out of 1000 samples, 500 samples were used for 
training purpose and remaining 500 samples were used for 
testing purpose. Flowchart for performing the experiment. 

 

 

FIGURE 6 Flowchart 

5.1 PROCEDURE 

The various steps of implementing all the feature extraction 
techniques are given in procedure  

 Normalize handwritten Hindi character in 30x30 pixels 

 

Perform padding of zeros across 

the boundary of 30x30 matrixes 

Calculate gradients using GFET and Sobel 

Operator (-1 to 6.28) 

Transform 

mapping of 

different range of 

gradients into 

different 

Directional values 

(0 to 8) 

8- DGFET 
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mapping of 
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(0 to 16)  

16- DGFET 

Transform 

mapping of 

different range of 

gradients into 

different 

Directional values 

(0 to 24) 

24-DGFET 

Error Back 

Propagation 

Neural Network  
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 Convert 30x30 pixel images into binary i.e. perform 
binarization. 

 Convert above 30*30 binary values into 32x32 
matrixes by padding with zeros across the boundary.  

 Apply Sobel operator on above 32x32 matrixes for 
calculating the gradient values. 

 Calculated gradient values will be in a 30x30 matrix 
(Gradient values will be between 0 to 2π). If pixel is 
surrounded with all zeros, set the gradient value -1. 

 Set the gradient values into 8/16/24 directions as per 
tables given above. 

 All three methods of feature extraction will supply 
30x30 matrix directional values in 900x1 column 
matrix to the feed forward neural network 
independently as an input. 

 The above values can be used for training and 
simulation both  

 Set goal as a 2x1 matrix (e.g. for first vowel of Hindi 
character, goal = [1 0] ´ and for first consonant of 
Hindi character, goal = [0 1] ´.  

Results of experiment have been given in following table 4. 

TABLE 4 Results of experiment 
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8-DGFE 
30x30 

inputs 
12 50 416.53 65.62 100 95 

16-FGFE 
30x30 

inputs 
12 50 665.37 62.52 100 96 

24-DGFE 
30x30 

inputs 
12 50 884.85 60.38 100 97 

From above table, it has been analyzed that recognition 
accuracy is increasing at the cost of training time as we 
move from 8-DGEF to 24-DGEF. 24 Directional gradient 
feature extraction technique is giving high accuracy up to 
97% and requires less classification time, this feature 
extraction technique requires some more training time. But, 
once system is fully trained then training time does not 
matter more, only recognition accuracy matters more. In this 
way, 24- DGFE technique is developed and implemented 
for handwritten Hindi character recognition. 

6 Conclusion and Future Scope  

In this paper, three feature extraction techniques have been 
implemented for handwritten Hindi character recognition. 
The 24-DGFE technique is yielding recognition accuracy 
little bit more but it requires more training time as compared 
to other methods. This concludes that as we keep on splitting 
the gradient values in increasing number of directional 
values, the recognition accuracy is little bit increasing but 
training time is increasing more. If we focus on recognition 
accuracy, then the 24-DGEF technique is better. This 
accuracy can be further increased by implementing some 
innovative feature extraction technique. In this paper, since, 
scanned samples have been taken therefore this automatic 
character recognition system can be used for any other 
character of any other language by giving it proper training. 
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Abstract 

The results of pollution transport simulation for the Charyn river (the Republic of 
Kazakhstan, Central Asia) obtained using software package BASINS 4.1 are shown in 
this article [1]. Modules created in the process of the study as well as the method of 
adaptation of the model of pollution transport are described. The calculations include the 
modeling of the hydrology of the river basin and the calculation of the concentration of 
non-point sources of pollution. The comparison with the data of natural hydrological 
observation post. 
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1 Introduction 

The Charyn is the river in Almaty region of the Republic 
Kazakhstan. It is located in the Charyn gorge where the 
Charyn canyon belongs. It is the largest left-bank tributary of 
the Ili river. Its headwaters are located above the climatic 
snowline, on the southern slope of the Ketmen range. The 
river length is equal to 428 km, catchment area - 9.0 thousand 
square kilometres. The main tributaries are Karkara (the right 
one) and Temirlik (left). Currently, monitoring of water flow 
is being carried out by the only remaining station of RSE 
"Kazhydromet" on the Charyn river located in Sarytogay tract. 
According to the data of this station the average annual water 
discharge makes up 37.7 m³/s. 

2 Theory and calculations 

The region under study is the basin of the Charyn river 
shown in Figure 1. To implement calculations 
multifunctional system of environmental analysis BASINS 
4.1 was used. This system was developed by the 
Environment Protection Agency for the purposes of setting 
standards of the maximum total daily load (TMDLs) for 
waterbodies with impaired water quality and to allow local 
and state agencies to conduct analysis of watersheds. To 
simulate the transfer of pollution the main input data were 
determined, and the algorithm for calculations was 
developed. In Figure 2 a graphical model describing the 
developed algorithm is given. 

Input parameters for BASINS 4.1 software are the 
following ones: 

1) Digital Elevation Model (DEM); 
2) River Net; 
3) Land Use data; 
4) State Soil data; 
5) Meteorological data. 

 
FIGURE 1 The region under study 

The digital elevation model (DEM) is the information on 
terrain elevations in the area under study presented in 
GeoTIFF format. This format is an input one to be us³ed in 
the Watershed Delineation tool (WDT) [2] intended for 
determination of the boundaries of the basin and the 
construction of watershed lines. The major part of DEMs is 
generated by the processes involving land remote sensing 
technology, the search and analysis of online resources that 
may provide this information were conducted. As a result, 
the DEM of the Global Explorer Data portal was used [3]. 
To construct the lines of watersheds and to determine the 
basin boundaries in addition to elevation data (DEM) the 
data of river flows location (River Net) were used. The 
USGS HydroSHEDS has developed files of streams and 
river networks based on digital elevation models obtained 
by NASA [4] (in the course of SRTM). 
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The data are given in vector format and contain the 
information on the location of river flows of the entire 

Asian region. 
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FIGURE 2 Flow chart of calculations 

The results of the WDT usage are: 
1) basin boundary lines; 
2) sub-basin lines; 
3) river network line file. 
The files were visualized using Google Earth, where: 1) 

the boundary of the river Charyn basin (translucent blue 
color); 2) river Charyn (blue marker); 3) sub-basins of the 
river Charyn (red marker), see Figure 3. 

For the purposes of hydrological processes simulation 
HSPF model was used. This model requires the following 
input data: 

1) sub-basin lines; 
2) the river network lines; 
3) land-use maps; 
4) soil maps; 
5) meteorological data. 
The application of the data of land cover in BASINS 

allows evaluating the categories of land use in the watershed. 
To minimize the errors of the HSPF model results land 
cover data resolution should be as high as possible, 
especially for small catchment basins. Land use maps 
Global Land Cover 2000 were downloaded in TIFF format 
from the website of the Joint Research Centre of the 
European Commission (Joint Research Centre) [5]. Soil 
data were obtained from the FAO GeoNetwork website [6]. 

 
FIGURE 3 Image by Google Earth with superimposed data of calculations 

In HSPF model land use and soil maps are used for 
determining the area and hydrological parameters of each 
category of soil and land resources. Application of the tool 
Spatial Analyst allows calculating cross areas between 
tabular data of land cover and sets of soil cover by the 
method of superimposition.  
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3 Meteorological data processing 

As for hydrological processes, these vary over time and 
depend on the changes in the state of environment, while for 
evaluation of pollution of scattered sources the succession 
of hourly precipitation, evaporation, temperature and other 
meteorological data are required. 

Initially, meteorological data were downloaded from the 

website of the National Climatic Data Center (NOAA’s 

National Climate Data Center) [7]. Then, meteorological 

data of ALMATY station were used (marked with a yellow 

square), Figure 4. 

 
FIGURE 4 Meteorological station ALMATY 

The obtained data are stored in a text file (txt), Figure 5. 

 
FIGURE 5 Meteorological data of the NOAA’s National Climate Data 

Center 

As it is seen in figure 5, the value of PRECIP = 999.9, 

that implies the lack of the data on precipitation, as well as 

on evaporation. However, these two parameters are very 

essential ones for calculations of water discharge and 

simulation of hydrological processes. Therefore, 

meteorological data to be used in the BASINS system were 

downloaded from the database of reanalysis ERA Interim, 

created by the European Centre for Medium-Range Weather 

Forecasts (ECMWF). The data are presented in GRIB 

format for the period from 1 January 1980 to 1 August 2016. 

The IDV (Interactive Data Visualization) software allowed 

exporting meteorological parameters concerning the point 

of 43.2 latitude and 79.0 longitude into CSV text format 

intended for presenting tabular data. The tabular data are 

stored in the form of time series, where the first column is 

the date and time, and each subsequent column is the value 

of the corresponding meteorological parameter. Since the 

model requires hourly time series, while the downloaded 

data were presented with a 6-hour interval, the values were 

interpolated. For this purpose, a script in Python for reading 

the data from the CSV file and conducting linear 

interpolation was written. Then the obtained values with 

hourly intervals and time shifting for +6 hours, as the initial 

data correspond to UTM, were stored in a new CSV. The 

python code listing is shown below. 

import os 

import sys 

import math 

import numpy as np 

from scipy.interpolate import interp1d 

import matplotlib.pyplot as plt 

from matplotlib.colors import LogNorm, ListedColormap, 

BoundaryNorm 

import datetime 

 

try: 

    infile = sys.argv[1]; outfile = sys.argv[2]; 

except: 

    print "Usage:",sys.argv[0], "infile outfile"; sys.exit(1) 

 

# read infile 

fin = open(infile,'r') 

header = fin.readline() 

lines = fin.read().split('\r\n') 

values = [] 

for line in lines: 

    values.append(line.split(';')[1]) 

 

y = values 

x = np.linspace(0,len(y)*6-6,len(y)) 

 

f = interp1d(x,y) 

#f2 = interp1d(x,y,kind='cubic') 

 

xnew = np.linspace(0,len(y)*6-6,len(y)*6-5) 

ynew = f(xnew) 

#ynew2 = f2(xnew) 

 

#plt.plot(x, y, 'o', xnew, ynew, '--', xnew, ynew2, '-') 

#plt.show() 

 

fout = open(outfile,'w') 

fout.writelines(header) 

 

Time = datetime.datetime(1979,1,1,9,0,0) 

for line in ynew:  

    

fout.writelines(Time.strftime('%Y-%m-%d %H:%M:%S')+';'+'{0:.10f}'

.format(line)+'\n') 

    Time += datetime.timedelta(hours=1) 

 

fin.close() 

fout.close() 
For structuring time series of meteorological data WDM 

format was used [reference]. The characteristic features of 
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WDM files are the following ones: 
1) these files are supported in HSPF model; 
2) allow storing a large number of time series; 
3) ensure reading, movement of the data stored in the 

file. To import the data from test files into WDM 
format a script for utilities WDMUtil was written. 

(ATCScript "WDMUtil Export Format - Hourly Values" 

 (LineEnd LF) 

 (NextLine) 

 (ColumnFormat Fixed 

   1-4:Year 

   6-7:Month 

   9-10:Day 

   12-13:Hour 

   15-16:Minute 

   21-36:Value 

 ) 

 (Attribute Scenario "OBSERVED") 

 (Attribute Location "Charyn") 

 (Attribute Constituent "ATEM") 

 (Attribute Description "Temperature") 

 (Attribute LATDEG "43.2") 

 (Attribute LNGDEG "79") 

 (Test (And (IsNumeric Value) 

     (IsNumeric Year) 

     (IsNumeric Month) 

            (IsNumeric Day) 

     (IsNumeric Hour) 

     (IsNumeric Minute) 

     (> Year 1700) 

     (< Month 13) 

     (> Day "0") 

     (< Day 32) 

     (< Hour 26))) 

 (While (Not EOF) 

   (Date Year 

         Month 

         Day 

         Hour 

         Minute) 

   (Value Value) 

   (NextLine) 

 ) 

 (Fill H 1 -999 -999 -999) 

) 

As a result, a WDM-format file with the required 
meteorological parameters, in the required units with hourly 
intervals was obtained, see Figure 6. 

 

 
FIGURE 6 Meteorological parameters in WDM format opened by means of WDMUtil 
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As shown in Figure 6 in the “Constituent” column 
indicated all meteorological parameters used to calculate: 

TABLE 1 Description of meteorological parameters 

Data set Description Parameter 

PREC hourly precipitation 

CLOU hourly cloud cover 

ATEM hourly temperature 

WIND hourly windspeed 

SOLR hourly solar radiation 

PEVT hourly potential evapotranspiration 

DEWP hourly dewpoint temperature 

As a result of calculations in HSPF model for the River 
Charyn were obtained 15 river reaches of each of these 
specific parameters, see Figure 7. 

 
FIGURE 7 The Charyn river reaches in HSPF model 

Reaches correspond to the main flow of the river and its 
lateral tributaries, as shown in Figure 8. 

 
FIGURE 8 Schematic representation of the results of HSPF model 

 

As seen in Figure 8, river reach R-15 is the final one. It 
is the area where the hydrological post - Sarytogay tract - 
monitoring the river water flow is situated. This fact allowed 
comparing the simulation results with the data of field 
observations. 

4 Results 

The following indicators were found for the following non-
point sources of pollution: 

1) BOD (Biochemical oxygen demand); 
2) Dissolved oxygen (Dissolved oxygen); 
3) Nitrate nitrogen (NO3); 
4) Ammonium Nitrogen (Total Ammonia) (TAM). 

4.1 BIOCHEMICAL OXYGEN DEMAND 

Biochemical oxygen demand is the amount of oxygen 
consumed for aerobic biochemical oxidation by the action 
of microorganisms and decomposition of unstable organic 
compounds contained in the tested water. According to the 
observation data for the year 2006 obtained at the station 
located in Sarytogay tract, monthly average BOD 
concentration makes up 0.81 mg/L. 

 
FIGURE 9 Changes in the concentrations of BOD 

Average annual BOD concentration at reach R-15 
obtained as a result of calculations equaled to ¬ 0.72 mg/L. 

 
FIGURE 10 Changes in the computed concentrations of BOD 

4.2 DISSOLVED OXYGEN 

According to the observation data for the year 2006 obtained 
at the station located in Sarytogay tract, average monthly 
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dissolved oxygen concentration equals to 9.94 mg / L. 
 

 
FIGURE 11 Changes in the concentrations of dissolved oxygen 

Average annual concentration of dissolved oxygen at 
river reach R-15 obtained as a result of calculations made up 
11.6 mg/L. 

 
FIGURE 12 Changes in the computed concentrations of dissolved oxygen 

4.3 NITRATE NITROGEN (NO3) 

According to the observation data for the year 2006 obtained 
at the station located in Sarytogay tract, average monthly 
value of NO3 concentration = 0.58 mg/L. 
 

 
FIGURE 13 Changes in the concentrations of NO3 

Average annual concentration of NO3 at river reach R-
15 obtained as a result of calculations made up 0.51 mg/L.  

 
FIGURE 14 Changes in the computed concentrations of NO3 

4.4 AMMONIUM NITROGEN (TAM) 

According to the observation data for the year 2006 obtained 
at the station located in Sarytogay tract, average monthly 
concentration of TAM = 0.012 mg/L. 

 
FIGURE 15 Changes in the concentrations of TAM 

Average annual concentration of NO3 at river reach R-
15 obtained as a result of calculations made up¬ 0.01 mg/L. 

 
FIGURE 16 Changes in the computed concentrations of TAM 

5 Conclusion 

The main result of this work is approbation of BASINS 
software by the example of the modeling of transport 
pollution in small River Charyn in the south-eastern part of 
the Republic of Kazakhstan (Central Asia). The practice has 
shown that a simple installation of the product is not enough 
for the calculations. It was necessary to adapt the model to 
local conditions. However, some input parameters of the 
model had to assembled from a variety of sources, transform 
and adjust. 

Also, to verify the adequacy of the model was produced 
searching existing data and lead an expedition with data 
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collection by field studies were carried out. 
Comparisons on the following parameters: 
1) Deviation of BOD value - 0.09 mg/L, error - 11% 
2) Deviation of DO value – 1.66 mg/L, error - 16%  
3) Deviation of NO3 value - 0.07 mg/L, error - 12% 
4) Deviation of TAM value - 0.002 mg/L, error - 16% 
It can be noted that the model adequately reflects the 

situation on the transport of pollutants. Accuracy is the 
permissible value for the assessment of the environmental 
situation in the region. 

In future will be planned to expand the usage of this 
model for large river basins, to consider the possibility of 

calculation of point sources taking into account the daily 
load. After multiple calculations are also planning to create 
an automated system using distributed computing, similar to 
the [7]. 
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Abstract 

The article represents the original approach to computer-aided warp knit fabrics on the base of universal 
algorithms and modern methodology which allows to apply the methods of projecting with the given 
technologies. The ontological approach is represented for development and improvement of knowledge 
model which provides the description of object domain of computer-aided warp knit fabrics and its 
formalized presentation. The elaborated software allows to perform fully the proceedings of art and 
technological and parametric projecting of warp knit fabrics. The performance evaluation of computer-
aided warp knit fabrics on the basis of algorithmical and ontological approach is elaborated. To solve this 
problem we used the method of hierarchy analysis of Thomas Saati. The results of the evaluation represent 
that software grounded on ontological approach in totality of functional means is more effective than CAD 
on the base of algorithmical approach. 
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warp knit fabrics 

ontological approach 
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program-methodical package 

 

1 Introduction 

Computer-aided warp knit fabrics (WKF) design, as less 
studied and the most complicated knitted technology object 
in terms of its structure, is a complicated multiple-task 
problem, which solution is obstructed by the fact that the 
knowledge of this object domain is not enough structured 
and formalized.  

Therefore, the task of intellectualization of computer-
aided warp knit fabrics on the basis of universal algorithms 
and modern methodology of projecting to increase the 
effectiveness of technological preparation is actual nowadays. 

2 Materials and methods 

In our study, we have proposed an ontological approach to 
development and improvement of a knowledge model that 
describes the object domain of computer-aided design of 
warp-knitted fabrics and its formalized representation 
(Kochetkova 2012a). A system conceptual model of WKF, 
as the object of functional, design, and process engineering, 
has been developed to organize structured information that 
allows the expert support subsystem of computer-aided 
design to generate and manipulate knowledge in the object 
domain effectively.  

3 Results and discussion 

Conducted theoretical studies allowed us to develop 
program-methodical package of WKF which structure and 
composition (Figure 1) reflect the generalized algorithm for 
solving the knit design problem on the basis of ontological 
model of knowledge (Kochetkova 2012b).  

Within the framework of the "PMA-WKF" 

(poly(methacrylic) acid - warp knit fabrics), subsystems for 
art-technological and structural-parametric knit design were 
developed through forming a pattern matrix, reproducing 
knitwear pattern, selecting materials, establishing structure 
and parameters of the WKF and selecting knitting machines. 

As is obvious from Figure 1, "PMA-WKF" consists of 
four functional blocks: 1) database; 2) knowledge base; 3) 
simulation and design system; 4) ontological descriptions 
output block. 

Raw materials and types of WKF interweaving. It also 
includes graphical objects libraries, intended to produce 
different patterning effects to move from the pattern matrix 
to the WKF structure matrix as well as to ensure the 
coupling of the art-technological and structural-parametric 
subsystems of the computer-aided design. 

The knowledge base is intended for storing of 
ontological representations of the knowledge model 
components (task, solution method, and object domain), as 
well as procedural component of the problem solving 
process, i.e., the standard techniques of methods strategies 
implementation presented in the subsystem "Methods". 
Special attention in this functional block should be paid to 
the internal organization of solution methods subsystem. It 
consists of components that contain the ontological 
representations for solving different classes of problems, 
and is used for storing this knowledge in a form that is handy 
for their search and further application (Kochetkova 2012a). 

The modeling and design system is used for visual 
modeling of the problem solution and further use of the 
resulting ontological models by design solutions formation 
procedures. Multi-window interface subsystem represents 
on-line data input interface. Output of the results is carried 
out upon receipt of all required ontological descriptions of 
knowledge model components and implementation of 
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project procedures in subsystems of art-technological and 
structural-parametric design of the WKF. 

The ontologies obtained by means of this system are 
displayed in the ontological descriptions output block that 

allows control of the design process at all stages of its 
implementation. Consider the operation stages of the user 
working with "PMA-WKF" program-methodical package 
(Figure1). 

 
FIGURE 1 The structure and composition of the "PMA-WKF" package 

Stage I. The description of a certain problem situation is put 
into the program. In the course of dialogue with the designer, 
informal and abstract description of a problem situation is 
transformed into the description of the specified task. 

Stage II. On the basis of the received specification, the 
formulated task is attributed to one of the design objectives 
(either art-technological or structural-parametric), and the 
selection of appropriate ontological description components 
is conducted out of "Tasks class" subsystem. Then, using the 
data input block, the software package constructs the 
ontology of task by filling it with a specific content. 

Stage III. Using the "Methods" subsystem, the software 
package selects the problem solving method. This 
subsystem contains various decision making methods in the 
context of their specific application to a particular class of 
design tasks. All knowledge that affect the choice of method 
is transmitted into the "Task – Methods" subsystems 
interaction block, where they are interpreted in terms of 
selected method to identify the indication axioms. Ontology 
of subsystems interaction is dynamically changed in each 
specific case; therefore, it is assumed setting in the 
subsystems interaction block the base ontology template of 
a given type with the most common concepts and relations 
that are applicable to any interaction. 

Stage IV. To fill the method with data of object domain, 
the interaction ontology of the "Methods - Object domain" 
subsystem is developed, which interprets the method in 
terms of the object domain. Data needed by method to find 
project solution of the task in the object domain, is selected 
from the "Object domain" subsystem. At the object level, 
software package data input block is used to build the final 
version of ontology for adjustments of existing components 

of the object domain ontology descriptions. The designer 
has the opportunity to update the ontology with new 
concepts and relationships, as well as to change its structure. 

Stage V. The desired design solution is formed on the 
basis of obtained ontological knowledge model, the data 
from object domain and executed implementation procedure, 
defined by the selected ontology method. 

One of the most important "PMA-WKF" blocks is a 
knowledge modeling system carried out by the user, and 
subsequent design process. It was implemented as a set of 
data input blocks for reflection of existing ontological 
descriptions of knowledge model components and design 
outputs. The object-oriented programming language C# (C 
Sharp), combining object-oriented and context-oriented 
concepts, was selected as the implementation medium. 

Testing of the "PMA-WKF" program-methodical 
package in terms of solving the problem of computer-aided 
art-technological and structural-parametric design of 
wefting warp-knitted fabrics has shown its correctness and 
suitability for solving the problems concerned the 
engineering preparation of sewing production. 

The major task of computer-aided design development, 
improvement and introduction into manufacturing is the 
evaluation of their performance efficiency, i.e. the optimal 
use of the available analyzable resources system to achieve 
the ultimate results. In this regard, the application of 
efficiency assessment methods, conduction of comparative 
analysis, comparison of the investigated objects, as well as 
identification and selection of priorities is quite relevant. To 
solve this task, we used the hierarchy analysis technique 
developed by T Saati (Saati 1993). The method is based on 
the decomposition of complex problem, i.e. its presentation 
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in the form of a structured set of components or criteria, 
whose interrelationships are formed in a hierarchical version 
of the presentation. The top of the hierarchy is the common 
goal, i.e. the desired state of the system. The next level is 
detailing of total goal in terms of selecting criteria, 
components or forces that influence the achievement of the 
indicated result. The lower level of the hierarchy contains 
possible alternatives, whose priority needs to be evaluated. 

The hierarchy analysis technique involves the operation of 
pairwise comparison of individual hierarchy components 
(Diligensky, 2004). The results of the evaluation are presented 
in the form of a set of pairwise comparisons matrices: 
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In the matrix B, each element bij determines the expert’s 

subjective opinion regarding the significance of the 

estimated i-th component of the hierarchy with respect to j-

th component. Such matrices are compiled for comparison 

of the importance of each lower level elements relative to 

higher level. The assessment of the hierarchy elements is 

carried out in accordance with a nine-point scale of relative 

importance. On the basis of expert judgment matrices, the 

local priorities are calculated for each specific matrix, as 

well as the quality criteria of expert evaluations. Local 

priorities are formalized in the form of the main eigenvector 

of matrix V. Common way of finding eigenvectors is an 

approach based on finding the geometric mean. In 

accordance with this technique, the eigenvector component 

of i-th row is given by formula: 1 2 ...n
i i i inv b b b    . 

Then all the components vn of the eigenvector are 
normalized per unit through dividing by the sum, and these 
values define the local importance of relatively assessed 
elements. Experts’ evaluation quality criteria are found on 
the basis of the calculation of judgments consistency 
indicators for each matrix of pairwise comparisons with 
regard to the maximum eigenvalue of the matrix. 

The final stage of the method is finding of the integral 
generalized ratings of alternatives importance. The local 
priorities contraction procedure consists in determination of 
the weighted sums for all the elements of the same level that 
take into account the weighting factors (priority vectors) of 
higher level in the hierarchy. After determining the values 
of global priorities, a definitive conclusion is made about the 
relative importance of the evaluated alternatives. 

Let conduct performance evaluation of the warp-knitted 
fabrics design using "PMA-WKF" by a set of the following 
indicators: generality, structuredness and formalization 
level of object domain knowledge, as well as the quality of 
the designed technological process. To identify, compare 
and prioritize we confront the investigated object with 
software products, based on algorithmic approach. 

The elements of the considered software products 
include: 1) the art-technological design subsystem; 2) the 
structural-parametric design subsystem; and 3) servicing 
subsystems. The efficiency is determined by several factors: 
functionality, time resources, used resources, and the 
calculation accuracy. Figure 2 shows the hierarchy of the 

system for evaluation of effectiveness factors. The lower 
level forms the system describing variables х = (хi), i = 1, n. 
The resulting efficiency y is formed taking into account the 
weighting coefficients at the previous levels. 

 
FIGURE 2 The hierarchy of the system for evaluation of effectiveness 

factors 

In general form, the hierarchical synthesis operator can 
be written as follows (Diligensky 2004): 
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where L – is the number of hierarchy levels; n(L) – is the 
number of elements at the levels [n(1)=n, n(L)=1].  

Quantitative estimation of y(x) is determined by the 
formula: 

 1

1

, 0,1
n

L

i i

i

y v x y


  . [3] 

Three the pairwise comparisons matrices filled in by the 
experts are presented below. 

 

Matrix V1
1  Matrix V1

1 

1 3 0.5 0.4  1 3 0.5 0.4 

0.33 1 0.25 0.67  0.33 1 0.25 0.67 

2 4 1 0.29  2 4 1 0.29 

2.5 1.5 3.5 1  2.5 1.5 3.5 1 

Matrix V2
2  Matrix V3

2 

1 4 2  1 0.5 1.5 

0.25 1 0.33  2 1 1 

0.5 3 1  0.67 0.33 1 

 
The uniformity indicators of the experts’ judgments for 

compiled matrices equal to following: G11 = 0.016; G12 = 
0.048; G22 = 0.050; G32 = 0.035. All indicators are less 
than 0.1 that testifies the consistency of composed matrices 
of paired comparisons. The values of the priorities vectors, 
resulted from processing the expert matrices of pairwise 
comparisons in accordance with the hierarchy (see Fig.2), 
are given in Table 1. 

TABLE 1 The values of the priorities vectors  

j 1 2 3 4 

vj
1 0.19 0.11 0.27 0.43 

v1j
2 0.56 0.33 0.28 0.25 

v2j
2 0.12 0.45 0.17 0.37 

v3j
2 0.32 0.22 0.55 0.38 
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Experts’ performance evaluations of three systems in a 
nine-point scale are presented in Table 2, where 1 – 
corresponds to software products, created on the basis of the 
algorithmic approach; 2 – is the "PMA-WKF" program-
methodical package; 3 – is the hypothetical version, which 
includes the best elements of software products 1 and 2. 

TABLE 2 Performance evaluation of software products and WKF design 

Design  

Subsystems 

Software products 

1 2 3 

х1 7 9 9 

х2 8 7 8 

х3 7 8 8 

4 Conclusions 

Calculations of the efficiency of the systems under 
consideration, carried out according to the formulas (3) and 
(4), gave the following values: system 1, y = 0.68; system 2, 
y = 0.82; system 3, y = 0.87. Following the results of the 
obtained estimates, we can conclude that due to a 
combination of functional properties, "PMA-WKF" 
package is more efficient than the computer-aided systems 
based on algorithmic sapproach, by 14%. 

Therefore the development and improvement of CAD 
by development and introduction of programming and 
methodical complex, which center is the ontological model 
of knowledge, is a valuable for science and practice. 
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Abstract 

Texture, mechanical properties and coercive force of steel 09G2S from the column fragment of 
petroleum distillation after prolonged use studied. Anisotropy of mechanical properties and 
coercive force take place. Significant pair wise linear correlations and appropriate regression 
equations with coefficients reliability of approximation not less than 0.90 were found between 
magnitudes of the coercive force, tensile strength, yield strength, elongation and texture 
characteristics. Found correlations may be used for nondestructive mechanical properties control 
of investigated steel by means of monitoring of coercive force. 

Keywords  
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1 Introduction 

Low alloy steels of type A515 and A516 are widely used in 

equipment of refinery complex, in particular for the 

production of distillation petroleum columns [1]. During the 

exploitation of the above equipment arise problems of 

mechanical properties of steel control, as well as the further 

safe operation estimation. Uniaxial tensile tests, fatigue, 

experiments on the long-term strength, etc. are carried out 

to study the mechanical properties [2, 3]. Cutting of samples 

from appropriate plots of material is necessary for such 

research. This requires stopping of the equipment operation. 

Therefore the development of non-destructive monitoring 

methods of the structural state and properties of the steel is 

important. The method of coercive force measuring is one 

of perspective non-destructive monitoring methods of 

structural condition of steels. Crystallographic texture as 

well as shape and size of grains, and elastic stresses have a 

main influence on the coercive force and her anisotropy [4]. 

Possibility of the structural state evaluation, of accumulated 

fatigue damage level, value of internal stress by 

measurement of coercive force was demonstrated in number 

of studies (e.g., [5-8]). In [6] was found a linear correlation 

of coercive force with the pole density on inverse pole 

figures (IPF) as well as with broadening of appropriate X-

ray diffraction lines with increasing of the hydraulic 

pressure in the steel pipeline at testing. However 

relationship of coercive force ( cH ) anisotropy with 

mechanical and structural characteristics of ferromagnetic 

construction steels is studied deficiently.  
This work aimed to ascertainment of reasons anisotropy 

coercive force measured by non-destructive method, as well 
as relationship of coercive force with texture and 
mechanical characteristics of low-alloy steel of petroleum 
distillation column after long-term use. 

2 Experimental material and methods 

Low alloy steel of type 09G2S thickness of 20 mm from the 
column fragment of petroleum distillation after long-term 
use was by material for the study. The studied steel has the 
following chemical composition: 0.11 wt% C; 1.47 Mn; 
0.70 Si; 0.13 Cr; 0.05 Ni; 0.06 V; 0.02 A1; 0.02 P; 0.009 S; 
0.05 Cu; 0.04 Nb; 0.03 wt% Mo; Fe balance.  

The coercive force cH  was measured non-destructively 
using a magnetic analyzer (coercimeter) KRM-Ts-MA by 
overlay of pole tips of the portable measuring device on 
surface of the test product. The area of the test products 
between the pole tips of the magnetic converter is periodically 
magnetized to saturation by current pulses with amplitude of 
at least 2 A. Automatic compensation of residual 
magnetization field is then carried out. Value of coercive 
force is automatically calculated by the current magnitude of 
magnetic field compensation. Readings of device are 
dependent only from the metal properties but independent of 
confounding factors such as the protective coating (paint, film, 
etc.) to 6 mm on controlled metal or equivalent to this gap the 
corrosion metal, roughness, curvature etc. The maximum 
error does not exceed 2%. [13]. Coercive force was measured 
through every 15 from longitudinal direction (LD) up to the 
transverse direction (TD) orienting the measuring probe 
without damaging the product.  

Samples for mechanical testing by uniaxial tension (Figure 
1) with the diameter of working part of 3 mm were cut from the 
column fragment through every 15 from longitudinal direction 
(LD) up to the transverse direction (TD). 

 
FIGURE 1 Sample after the test 

The arithmetic average of test results of at least three 
specimens in every of above directions has been taken as the 
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value of the corresponding mechanical characteristics. 
Mechanical testing was performed on a setup 1246-R. 
Velocity of the active grip was 2 mm / min. Mechanical 
properties were determined according to standard 
procedures [10]. 

The X-ray method was used for the study of texture [11]. 
Scanning θ-2θ of the sample without texture (which was 
manufactured from sawdust of investigated steel after 
recrystallization), as well as of specimens cut out in the ND, 
DD, and in TD was performed by means X-ray 
diffractometer DRON-3M by Bragg-Brentano geometry in 
the radiation of Kα - Mo. Texture was investigated in the 
ND near the outer convex surface of the column, in the 
middle of fragment thickness, and near of her inner concave 
surface. Appropriate surfaces were chemically polished up 

to 0.1 mm before recording for removing of layer distorted 
by machining. On obtained data were constructed IPF for 
respective directions described above. The three-
dimensional distribution function of the crystals orientation 
in space of ideal orientations were calculated by us from the 
IPF LD and the IPF TD according to the method described 
in earlier our work [12].  

Metallographic structure of end surfaces of samples 
orthogonal to the RD and TD was examined by the 
microscope Axioplan 2 of firm KARL ZEISS. 

3 Results and Discussions 

Results of mechanical tests and measurement of the 
coercive force cH  are shown in Table 1. 

TABLE 1 Mechanical properties and coercive force of steel samples, cut out in different directions from the fragment of distillation petroleum column 

Angle with the LD, º Tensile strength  

m
 , MPa 

Conditional yield strength 

0.2
 , MPa 

Relative elongation, 

/l l   , % 

Coercive force,  

c
H , A/cm 

0 400±2.0 255±1.4 31.0±0.4 5.9±0.12 

15 405±2.2 258±1.8 30.2±0.4 6.1±0.12 

30 416±2.3 265±2.1 28.8±0.4 6.3±0.12 

45 425±2.2 272±2.3 28.0±0.4 6.5±0.12 

60 421±2.0 268±2.0 28.4±0.4 6.5±0.12 

75 417±2.0 266±1.5 29.4±0.4 6.4±0.12 

90 415±1.8 260±2.5 30.0±0.4 6.2±0.12 

Anisotropy of mechanical characteristics and coercive 
force take place. The minimal values of the strength 
properties of 

m
 , 

0.2
 , and the coercive force 

c
H  are 

observed in the LD. Their maximal values occur in the 
LD+45, and in the TD they take an intermediate value. 
Elongation ε shows the opposite behavior.  

Anisotropy coefficient η was calculated by the formula 

 max min min 100%F F F    , (1) 

here maxF  and minF  are maximal and minimal values of the 
corresponding property. 

Anisotropy coefficients of 
m

 ,
0.2

 , cH  and ε 
amounted respectively 6.25%, 6.27%, 10.71% and 10.17%.  

Strong linear correlations of the 
c

H  value with values 
of mechanical characteristics

m
 , 

0.2
  and ε take place. 

Corresponding regression equations with high reliability 
approximation coefficients 

2R  have the form 

38.2 174.8m cH   ; 
2R =0.92, (2) 

0.2 26.1 99.6cH   ; 
2R =0.93, (3) 

4.6 58.0cH    ;
2R =0.89. (4) 

Experimental inverse pole figures obtained by us are 
presented in Figure 2. 

 
FIGURE 2 IPF’s of steel column: a, c correspond to the convex and concave surface of the column respectively; b corresponds to the middle of the 

thickness of the metal; d-f correspond to the LD, LD+45º and TD  

Texture of polycrystalline bodies presents a continuous 
distribution of crystals by orientations. At the same time 
there are certain preferable orientations of crystals, which 
are for clarity usually described using ideal orientations. 
Important components of the low carbon steel rolling 

texture are arranged along three fibres orientations [11]: 
1. α-fiber with the fiber axis <110> parallel to the 

rolling direction including the main components of 
{001} <110>, {112} <110> and {111} <110>. 

2. γ-fiber with the fiber axis <111> parallel to the 
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normal direction including the main components of 
{111} <110> and {111} <112>. 

3. ε-fiber with the fiber axis <110> parallel to the 
transverse direction including the main components 
of {001} <110>, {111} <112>, {554} <225> and 
{011} <100>. 

When referring to ideal orientations {hkl} <uvw> in the 
cylindrical sample we mean that planes of family {hkl} are 
located in a plane tangent to the cylindrical surface, and a 
set of crystallographic directions <uvw>, owned by {hkl}, 
are parallel to cylinder axis. 

From Figure 2 it can be concluded that parallel to the 
side surface of the column metal are arranged families of 
crystallographic planes {001} and {110} since their pole 
density is greater than 1 that corresponds to the state without 

texture. Crystallographic directions <110> and <100> of 
families mainly coincide with the LD, TD and LD + 45. A 
three-dimensional ODF was calculated by us in the space of 
ideal orientations on the base of IPF LD (Figure 2(b)) and 
IPF RD (Figure 2(d)). Texture can be described as a 
combination of ideal orientations with the volume content, 
which are presented in the Table 2 as it was determined by 
the analysis of the ODF. 

Effect of crystals orientation on the coercive force 
electrical steel previously is investigated in several studies 
[e.g. 14, 15]. Summarizing, can be concluded that the 
anisotropy of coercive force in the steel dependent not only 
from crystal orientation (i.e. from texture) but and from 
features of the magnetic domains formation. 

TABLE 2 The composition and volume content of ideal orientations in the texture of steel of distillation oil column 

Ideal orientation 
{100} 

<010> 

{100} 

<011> 

{100} 

<013> 

{110} 

<110> 

{110} 

<111> 

{110} 

<001> 

Volume content 0.20 0.12 0.11 0.18 0.14 0.25 

Crystallographic texture, shape and size of the grains, and 
the elastic stresses have a mainly influence on the coercive 
force and its anisotropy [4] as mentioned above. 
Metallographic analysis showed that the investigated steel has 
a typical ferrite – pearlite microstructure with average grain 
size of 22 µm (Figure 3). This microstructure can hardly be 
the main cause of the anisotropy of the coercive force. 

 
FIGURE 2 Ferrite – pearlite structure of the investigated steel: a, b have 

been photographed from the LD and TD direction 

These features are caused by the magnitude of the 
external magnetizing field, if the steel does not magnetized 
to saturation. But when the coercive force is measured using 
the coercimeter, steel is magnetized to saturation, since the 
magnetizing field is sufficiently large (B = 1.5 T) [13]. 
Therefore, we can assume that the behaviors of domains in 
the magnetization and demagnetization play a secondary 
role in formation of the coercive force anisotropy, but the 
main role belongs to the energy of the magnetic 
crystallographic anisotropy in the investigated steel. 

Let's estimate the energy of the magnetic crystallographic 
anisotropy in the investigated material. Suppose that the 
coercive force is associated only with the energy of the 
magnetic crystallographic anisotropy (external applied 
mechanical stresses are absent, structure of the investigated 
steel is homogeneous). Energy of the magnetic crystallographic 
anisotropy as a first approximation is expressed by the 
following equation [4] for the material with cubic lattice. 

 2 2 2 2 2 2

1 1 2 2 3 1 3kW K         , (5) 

here 1 , 2  and 3  are direction cosines of the 
magnetization with respect to the cube axes; 1K  is 
anisotropy constant. 

Let's will call of function energy of magneto-crystalline 
anisotropy the expression 

 2 2 2 2 2 2

1 2 2 3 1 3         . (6) 

The direction cosines of orientations indicated in Table 
2 are presented in Table 3. Numerical values of the function 
Ψ of magnetic crystallographic anisotropy energy calculated 
from (3) for combinations of ideal orientations as well as 
corresponding volume content (Table 2) and considering 
direction cosines (Table 3) are shown in Table 4. 

TABLE 3 Ideal orientations and functions of the magnetic 

crystallographic anisotropy energy 

1  2  3  

cosφ sinφ∙sin90º sinφ∙cos90° 

cos(φ+45º) sin(φ+45º)∙sin 90° sin(φ+45º)∙cos90º 

cos(φ+18.43º) sin(φ+18.43º)∙sin90º sin(φ+18.43º)∙cos90º 

cos(φ+90º) sin(φ+90º)∙sin45º sin(φ+90º)∙cos45º 

cos(φ+54.7º) sin(φ+54.7º)∙sin 45º sin(φ+54.7º)∙cos45º 

cos φ sinφ∙sin 45º sinφ∙cos45º 

TABLE 4 The calculated numerical values of function Ψ of the magnetic 

crystallographic anisotropy energy 

Angle 

with 

LD,º 

0 15 30 45 60 75 90 

Ψ 0.09 0.16 0,21 0.24 0.23 0.19 0.15 

 
Function Ψ takes the maximal value in the direction of 

LD + 45º. The minimal value of Ψ is observed in the LD. 
Function Ψ has an intermediate value in the TD. This is 
consistent with the character of coercive force anisotropy 
(Table 1). A strong linear correlation between the values of 
Ψ function and H takes place, as showed the correlative 
analysis conducted by us. The corresponding regression 
equation with a coefficient of reliability correlation 

2R  = 
0.91 has the form 

0.23 1.23cH   . (6) 

Thus, the character of the observable coercive force 
anisotropy in the studied steel of the oil distillation column 
can be explained, mainly by influence of the magnetic 
crystallographic anisotropy energy. Correlations (2) - (4) 
can be used to non destructive control the mechanical 



COMPUTER MODELLING & NEW TECHNOLOGIES 2016 20(4) 48-51 Dragomeretskaya E 

51 
Mathematical and Computer Modelling 

characteristics of steel 09G2S by measure of the coercive 
force during operation of oil distillation column. 

4 Conclusion  

(1) Mechanical properties, the coercive force, and the 
texture in the fragment of steel petroleum distillation 
column after prolonged use studied. 

(2) Anisotropy of mechanical properties and coercive 
force take place. Minimal values of strength properties m  
and 0.2  coercive force cH  are observed in the 
longitudinal direction, their maximum values occur in a 
diagonal direction, and in the transverse direction 

abovementioned properties takes the intermediate values. 
Elongation ε shows the opposite behavior. 

(3) Strong linear correlations of the coercive force cH  
with mechanical characteristics tensile strength m , proof 
strength 0.2 , and elongation ε are found. Reliability 
coefficients of linear approximations were no less than 0.89.  

(4) Energy of the magnetic crystallographic anisotropy 
that is associated with orientation of crystals (i.e. with the 
texture), is main factor of coercive force anisotropy in the 
investigated steel. A strong linear correlation (with a 
correlation coefficient of at least 0.9) was found between 
calculated values function of magnetic crystallographic 
anisotropy energy and experimental values of coercive force. 
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NANOSCIENCE AND NANOTECHNOLOGY 

Theory and modelling of real-time physical and bio- nanosensor systems 
Yu Shunin, D Fink, A Kiv, L Alfonta, A Mansharipova, R Muhamediyev, Yu Zhukovskii, T Lobanova-Shunina, N Burlutskaya, 

V Gopeyenko, S Bellucci 

Computer Modelling & New Technologies 2016 20(4) 7-17 

Our research pursues two important directions of real-time control nanosystems addressed to ecological monitoring and medical 
applications. We develop physical nanosensors (pressure and temperature) based on functionalized CNTs and GNRs nanostructures. 
The model of nanocomposite materials based on carbon nanoсluster suspension in dielectric polymer environments (epoxy resins) is 
regarded as a disordered system of fragments of nanocarbon inclusions with different morphologies. Using the effective media cluster 
approach, disordered systems theory and conductivity mechanisms analysis we have formulated the approach of conductivity 
calculations for carbon-based polymer nanocomposites and obtained the calibration dependences. We also develop bio-nanosensors 
based on polymer nanotracks with various enzymes, which provide the corresponding biocatalytic reactions and give reliably 
controlled ion currents. Particularly, we describe a glucose biosensor based on the enzyme glucose oxidase (GOx) covalently linked 
to nanopores of etched nuclear track membranes. Using simulation of chemical kinetics glucose oxidation with GOx, we have 
obtained theoretical calibration dependences. Our objective is to demonstrate the implementation of advanced simulation models 
providing a proper description of electric responses in nanosensoring systems suitable for real time control nanosystems. 
Comparisons with experimental calibration dependences are discussed. Prospective ways of developing the proposed physical and 
bio- nanosensor models and prototypes are considered. 

Keywords: real-time nanosensors, functionalized nanocomposites, physical nanosensors bionanosensors 
 

INFORMATION AND COMPUTER TECHNOLOGIES 

Development of the augmented reality applications based on ontologies 
Yersain Chinibayev, Tolganay Temirbolatova 

Computer Modelling & New Technologies 2016 20(4) 18-22 

This article presents an analysis of the existing popular libraries for the development of augmented reality applications. Based on the 
analysis we propose a universal technology of construction of augmented reality applications using ontology. The technology is based 
on the geolocation using GPS and communicates with the resource through Linked Open Data. 

Keywords: Augmented reality, ontological modelling, ontological engineering, Linked Open Data 

Comparison of Cuckoo Search, Tabu Search and TS-Simplex algorithms for unconstrained global 

optimization 
Ghania Khensous, Belhadri Messabih, Abdellah Chouarfia, Bernard Maigret 

Computer Modelling & New Technologies 2016 20(4) 23-29 

Metaheuristics Algorithms are widely recognized as one of the most practical approaches for Global Optimization Problems. This 
paper presents a comparison between two metaheuristics to optimize a set of eight standard benchmark functions. Among the most 
representative single solution metaheuristics, we selected Tabu Search Algorithm (TSA), to compare with a novel population-based 
metaheuristic: Cuckoo Search Algorithm (CSA). Empirical results reveal that the problem solving success of the TSA was better than 
the CSA. However, the run-time complexity for acquiring global minimizer by the Cuckoo Search was generally smaller than the 
Tabu Search. Besides, the hybrid TSA-Simplex Algorithm gave superior results in term of efficiency and run-time complexity 
compared to CSA or TSA tested alone. 

Keywords: Metaheuristic Algorithms, CSA, TSA, Global Optimization, Nature Inspired Algorithms 

Handwritten offline Hindi character recognition using advanced feature extraction techniques 
Dayashankar Singh, J P Saini, D S Chauhan 

Computer Modelling & New Technologies 2016 20(4) 30-36 

Feature extraction technique plays an important role in character recognition since last so many years. In this paper, two advanced 
feature extraction techniques namely 16-Directional Gradient Feature Extraction Technique (16-DGFET) and 24-Directional 
Gradient Feature Extraction Technique (24- DGFET) have been proposed and implemented. This paper demonstrates the concept of 
Handwritten Hindi Character Recognition (HCR), feature extraction mechanisms adopted for character recognition starting from 
Conventional Feature Extraction Technique (CFET), Gradient Feature Extraction Technique (GFET), and Directional Gradient 
Feature Extraction Technique (DGFET). In DGFET, few techniques have been initiated which involve dividing the gradient values to 
8/16 directional values, these techniques attained recognition accuracy of around 94%. We have aimed at further splitting of the 
gradient values in 24 parts in order to find if it achieves the objective of increasing the performance of character recognition with 
more accurate analysis and acceptable training time. An experimental evaluation and comparative analysis have been made at the end 
of the paper to prove the result whether further splitting is providing a better result in comparison to 8 or 16 parts division taking in 
account the training time, the accuracy of recognition and performance appraisal. The network used here is Multilayer Perceptron 
(MLP) with Error Back Propagation (EBP) algorithm to train the network. 

A sample of count 1000 has been taken for experimentation including the personnel of different age groups involving both male and 
female handwriting. A comparative synthesis is made for 8/16-Directional and 24-Directional input values comparing the recognition 
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performance and training time. 

Keywords: Pattern Recognition, Hindi Character Recognition, Gradient Feature Extraction Technique (GFET), Directional 

Gradient Feature Extraction (DGFET), Multilayer Perceptron (MLP), Error Back Propagation (EBP) 
 

MATHEMATICAL AND COMPUTER MODELLING 

Modelling of non-point source pollution transport for the Charyn River Basin 
Jalal K Jamalov, Daniyar B Nurseitov, Kairat A Bostanbekov 

Computer Modelling & New Technologies 2016 20(4) 37-43 

The results of pollution transport simulation for the Charyn river (the Republic of Kazakhstan, Central Asia) obtained using software 
package BASINS 4.1 are shown in this article [1]. Modules created in the process of the study as well as the method of adaptation of the 
model of pollution transport are described. The calculations include the modeling of the hydrology of the river basin and the calculation 
of the concentration of non-point sources of pollution. The comparison with the data of natural hydrological observation post. 

Keywords: Simulation, BASINS, Watershed Delineation, HSPF, pollution transport in water, BOD, nitrate, dissolved oxygen 

Performance evaluation of computer-aided knit design using software package based on ontological 

knowledge model 
O Kochetkova, A Kaznacheeva, A Kochetkov 

Computer Modelling & New Technologies 2016 20(4) 44-47 

The article represents the original approach to computer-aided warp knit fabrics on the base of universal algorithms and modern 
methodology which allows to apply the methods of projecting with the given technologies. The ontological approach is represented 
for development and improvement of knowledge model which provides the description of object domain of computer-aided warp knit 
fabrics and its formalized presentation. The elaborated software allows to perform fully the proceedings of art and technological and 
parametric projecting of warp knit fabrics. The performance evaluation of computer-aided warp knit fabrics on the basis of 
algorithmical and ontological approach is elaborated. To solve this problem we used the method of hierarchy analysis of Thomas 
Saati. The results of the evaluation represent that software grounded on ontological approach in totality of functional means is more 
effective than CAD on the base of algorithmical approach. 

Keywords: warp knit fabrics, ontological approach, knowledge model, program-methodical package 

Effect of texture on mechanical and magnetic properties of steel from the petroleum distillation column 
E Dragomeretskaya 

Computer Modelling & New Technologies 2016 20(4) 48-51 

Texture, mechanical properties and coercive force of steel 09G2S from the column fragment of petroleum distillation after prolonged 
use studied. Anisotropy of mechanical properties and coercive force take place. Significant pair wise linear correlations and 
appropriate regression equations with coefficients reliability of approximation not less than 0.90 were found between magnitudes of 
the coercive force, tensile strength, yield strength, elongation and texture characteristics. Found correlations may be used for non-
destructive mechanical properties control of investigated steel by means of monitoring of coercive force. 

Keywords: Texture, anisotropy, mechanical properties, coercive force, correlation 
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