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Abstract 

In this article, we investigate the duality results for a class of non-differentiable multi-objective fractional programming problems. The 

parametric dual models and Wolfe dual models are formulated for this fractional programming. Weak, strong and strict converse duality 

theorems are established and proved based on the generalized invexity assumptions. Some previous duality results for differentiable 
multi-objective programming problems turn out to be special cases for the results described in the paper. 
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1 Introduction 

 
The term multi-objective programming is an extension of 

mathematical programming where a scalar valued 

objective function is replaced by a vector function. Many 

approaches for multi-objective programming problems 

have been explored in considerable details, see for 

example [1,2]. The multi-objective fractional 

programming refers to a multi-objective problem where 

the objective functions are quotients of two functions. 

Recently, the studies about the optimizations of the multi-

objective fractional programming problems have also been 

a focal issue due to in many practical optimization 

problems the objective functions are quotients. For 

example, in [3-5] some necessary and sufficient optimality 

conditions for a feasible point to be an efficient solution 

for non-differentiable multi-objective fractional 

programming problems were obtained in the framework of 

generalized convexity. 

Furthermore, duality plays a fundamental role in 

mathematics, especially in optimization. It has not only 

used in many theoretical and computational developments 

in mathematical programming itself but also used in 

economics, control theory, business problems and other 

diverse fields. It is not surprising that duality is one of the 

important topics in multi-objective optimization. A large 

literature was developed around the duality in multi-

objective fractional optimization under the generalized 

convexity assumption. For example, the results in [6-11] 

have weakened the convexity hypothesis and made the 

important contribution in duality theorems. 

In this paper, motivated by the above work, the duality 

results are obtained for a class of multi-objective fractional 

programming problem under the assumptions of 

( , ) ( , )b       – invexity. 

 

                                                           
*Corresponding author e-mail: angang21@126.com 

2 Definitions and preliminaries 

 

Definition 1. Let nX R . The function :f X R  is 

locally Lipschitz on X , if there exists a positive constant 

k , such that: 

1 2 1 2 1 2( ) ( ) ,  ,f x f x k x x x x X     . (1) 

Definition 2. If :f X R  is locally Lipschitz on X , 

the generalized Clarke directional derivative of f  at 

x X  in the direction nd R  is defined by: 

0

( , ) ( ,0 )

( ) ( )
( ; ) lim sup

y t x

f y td f y
f x d

t

 
 . (2) 

The generalized sub-gradient of a locally Lipschitz 

function f  at x X  is defined by: 

0( ) { : ( ; ) , , }n nf x R f x d d d R       . (3) 

Throughout this paper, we will use the following the 

definitions given in [11], we always assume that X  is an 

open subset of nR , : [0,1]b X X R   , 
1 2( , )b x x   

1 2
0

lim ( , , ) 0, : \{0}, : ,nb x x X X R X X R


  





    

: ,nX X R R    . 

Definition 3. A Lipschitz function :f X R  is said 

to be ( , ) ( , )b       – invex at u X , if there exists 

, , ,   and b     , such that: 

2
( , )[ ( ) ( )] ( , ) , ( , ) ( , )b x u f x f u x u x u x u       . (4) 

Remark 1. If in the above definition, we have strict 

inequality for any x u , then we say that f  is 

( , ) ( , )b       – strictly invex at u X . 
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Definition 4. A Lipschitz function :f X R  is said 

to be ( , ) ( , )b       – pseudo-invex at u X , if there 

exists , , ,   and b     , such that: 

2
( , ) , ( , ) ( , ) 0

( , )[ ( ) ( )] 0, , ( ),

x u x u x u

b x u f x f u x X f u

    



  

    
 (5) 

Definition 5. A Lipschitz function :f X R  is said 

to be ( , ) ( , )b       – quasi-invex at u X , if there 

exists , , ,   and b     , such that: 

2

( , )[ ( ) ( )] 0

( , ) , ( , ) ( , ) 0, , ( ).

b x u f x f u

x u x u x u x X f u     

  

    
 (6) 

Definition 6. A Lipschitz function :f X R  is said 

to be ( , ) ( , )b       – strictly quasi-invex at u X , if 

there exists , , ,   and b     , such that: 

2

( , )[ ( ) ( )] 0 ( , ) , ( , )

( , ) 0, , ( ).

b x u f x f u x u x u

x u x u X f u

  

  

   

    
 (7) 

 

3 Parametric duality 

 

In this section, we consider the parametric dual model for 

(MFP). The dual can be formulated as follows: 

(MFD1) 

1 2

1 1

1

max ( , , , )

. . 0 [ ( ) ( )] ( ),

      ( ) ( ) 0, for all 1,2, , ,

     ( ) 0,

     , , .

p

p m

i i i i j j

i j

i i i

m

j j

j

m p

v v v v

s t f u v g u h u

f u v g u i p

h u

R v R

 



 

 





 



     

 

  

 



≧

≧

 

Let: 

0

1 1

1

{( , , , ) ,

0 [ ( ) ( )] ( ), ( ) ( )

0 with 1,2, , , ( ) 0}

m p

p m

i i i i j j i i i

i j

m

j j

j

D u v X R R

f u v g u h u f u v g u

i p h u

 

 





 

 



    

      



 



≧

≧

 denote the feasible set of (MFD1). 

Theorem 1. (Weak Duality) Let 0 0x X  and 

( , , , )u v   0D . Suppose that: 

(i) 
if is ( , ) ( , )i ib       – invex at u , 

ig  is 

( , ) ( , )iib       – invex and regular at u , 1,2, ,i p ; 

(ii) jh is ( , ) ( , )jc       – invex at u , 1,2, ,j m ; 

(iii) ( , ) 0, 1,2, , , ( , ) 0ib x u i p c x u  ≧ ; 

(iv) 
1 1

( ) 0
p m

i i i ji j

i j

v    
 

   ≧ . 

Then ( )F x v .  

Proof: Suppose contrary to the result that ( )F x v . 

That implies: 

( )
, for 1,2, ,

( )

i
i

i

f x
v i p

g x
≦ , (8) 

and: 

( )
, for some {1,2, , }

( )

k
k

k

f x
v k p

g x
  . (9) 

That is: 

( ) ( ) ( ) ( ),for 1,2, ,i ii i i if x v g x f u v g u i p  ≦ , (10) 

and: 

( ) ( ) ( ) ( ),

for some {1,2, , }.

k kk k k kf x v g x f u v g u

k p

  


 (11) 

Since 0( , , , )u v D    and ( , ) 0, 1,2, ,ib x u i p  , the 

above inequalities yield: 

1

1

( , ) [ ( ) ( )]

( , ) ( ) ( )].

p

i ii i i

i

p

i ii i i

i

b x u f x v g x

b x u f u v g u









 





 [

 (12) 

Also, using 0  and ( , ) 0x X c x u  , we have: 

1 1

( , ) ( ) ( , ) ( ).
m m

j jj j

j j

c x u h x c x u h u 
 

 ≦  (13) 

Adding the above two inequalities together, we get: 

1 1

1 1

( , ) ( ( ) ( )) ( , ) ( )

( , ) ( ) ( )) ( , ) ( ),

p m

i i ji i i j

i j

p m

i i ji i i j

i j

b x u f x v g x c x u h x

b x u f u v g u c x u h u

 

 

 

 

  

 

 

 (

 (14) 

By the hypothesis (i) and (ii), we have: 

2

( , )( ( ) ( ))

( , ) , ( , ) ( , ) , ( ),

i i i

i i i i

b x u f x f u

x u x u x u f u     



  

≧
 (15) 

2

( , )( ( ) ( ))

( , )( ), ( , ) ( , ) , ( ),

i i i

ii i i

b x u g x g u

x u x u x u g u     

 

   

≧
 (16)  

2

( , )( ( ) ( ))

( , ) , ( , ) ( , ) , ( ).

j j

j j j j

c x u h x h u

x u x u x u h u     



  

≧
 (17) 
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Multiplying Equation (15) with i  and Equation (16) 

with i iv , then summing up these equations, we obtain: 

1

1

1 1

2

1 1

( , ) ( ( ) ( ) ( ) ( ))

( , ) ( ) ( )

( , )[ ( ) ], ( , )

( ) ( , ) .

p

i i ii i i i i

i

m

j j j

j

p m

i i ji i j

i j

p m

i i i ji j

i j

b x u f x f u v g x v g u

c x u h x h u

x u v x u

v x u





      

     





 

 

   

 
 

  

 
  

 





 

 

≧

 (18) 

According to the constraint condition of (MFD1) and 

the hypothesis (iv), we can conclude that 

1

1

( , ) ( ( ) ( ) ( ) ( ))

( , ) [ ( ) ( )] 0.

p

i i ii i i i i

i

m

j j j

j

b x u f x f u v g x v g u

c x u h x h u









   





 ≧

 (19) 

We have a contradiction. Hence, the result is true. 

Theorem 2. (Weak Duality) Let 0x X  and 
0( , , , )u v D   . Suppose that: 

(i) ii if v g  is ( , ) ( , )i ib       – strictly quasi-invex 

and regular at , 1,2, ,u i p ; 

(ii) jh is ( , ) ( , )jc       – invex at u , 1,2, ,j m ; 

(iii) ( , ) 0, 1,2, , , ( , ) 0ib x u i p c x u ≧ ; 

(iv) 
1 1

0
p m

i ji j

i j

   
 

  ≧ ; 

Then ( )F x v .  

Proof: Suppose contrary to the result that ( )F x v . 

That implies: 

( )
, for 1,2, ,

( )

i
i

i

f x
v i p

g x
≦ , (20) 

and: 

( )
, for some {1,2, , }

( )

k
k

k

f x
v k p

g x
  . (21) 

That is: 

( ) ( ) ( ) ( ),for 1,2, ,i ii i i if x v g x f u v g u i p  ≦ , (22) 

and: 

( ) ( ) ( ) ( ),for some {1,2, , }k kk k k kf x v g x f u v g u k p    . (23) 

Since ( , ) 0ib x u ≧ , the above inequalities yield: 

( , )[( ( ) ( )) ( ( ) ( ))] 0i ii i i i ib x u f x v g x f u v g u   ≦ . (24) 

By the hypothesis (i), we have: 

2

( , )( ), ( , ) ( , ) 0,

( ), ( ), 1, 2, , .

ii i i

i i i i

x u v x u x u

f u g u i p

     

 

  

   

 (25) 

Since 0i  , we obtain: 

2

1 1

( , ) ( ), ( , ) ( , ) 0
p p

i i ii i i

i i

x u v x u x u       
 

    . (26) 

According to the hypothesis (ii), we get: 

2

( , )( ( ) ( )) ( , ) , ( , )

( , ) , ( ), 1,2, , .

j j j

j j j

c x u h x h u x u x u

x u h u j m

  

  

 

  

≧
 (27) 

Since 0 0 and ( , , , )x X u v D   , it follows that: 

1 1

2

1 1

( , )( ( ) ( ))

( , ) , ( , ) ( , ) 0.

m m

j jj j

j j

m m

j jj j

j j

c x u h x h u

x u x u x u

 

      

 

 





 

 

≧

≧

 (28) 

We have: 

1 1

2

1 1

( , ) ( ) , ( , )

( , ) 0.

p m

i i ji i j

i j

p m

i ji j

i j

x u v x u

x u

      

    

 

 

 
   

 

 
  

 

 

 

 (29) 

By the hypothesis (i) and (ii), we have: 

2

( , )( ( ) ( )) ( , ) , ( , )

( , ) , ( ),

i i i i

i i i

b x u f x f u x u x u

x u f u

  

  

 

 

≧
 (30)

2

( , )( ( ) ( )) ( , )( ), ( , ) ,

( , ) , ( ),

i i i i

i i i

b x u g x g u x u x u

x u g u

  

  

  

 

≧
 (31) 

2

( , )( ( ) ( )) ( , ) , ( , )

( , ) , ( ).

j j j

j j j

c x u h x h u x u x u

x u h u

  

  

 

 

≧
 (32) 

Using the constraint condition of (MFD1), we obtain: 

1 1

0
p m

i ji j

i j

   
 

   . (33) 

We have a contradiction to hypothesis (iv). Hence, the 

proof is complete. 

Theorem 3 (Strong Duality). Let x  be an efficient 

solution of (MFP) at which the generalized Kuhn-Tucker 

constraint qualification is satisfied. Then there exists 

,  and m pR v R 

    , such that ( , , , )x v   is a 

feasible solution of (MFD1), and the values of the objective 
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functions for (MFP) and (MFD1) are equal at x  and 

( , , , )x v  . 

Furthermore, if the assumptions of Theorem 4 or 

Theorem 5 hold for all feasible solutions of (MFP) and 

(MFD1), then ( , , , )x v   is an efficient solution of 

(MFD1).  

Proof: Since is an efficient solution of (MFP) for which 

the generalized Kuhn-Tucker constraint qualification is 

satisfied, then there exists ,  and m pR v R 

    , 

such that ( , , , )x v   satisfies the conditions of (GKT). 

The conditions imply that 
( )

, for all 1,2, ,
( )

i
i

i

f x
v i p

g x
  . 

It is clear that the values of the objective functions for 

(MFP) and (MFD1) are equal at x  and ( , , , )x v  . 

In addition, from the weak duality Theorem 4 or 

Theorem 5, for any feasible solution 
0( , , , )x v D   , the 

following cannot hold: 

( )
, for 1,2, ,

( )

i
i

i

f x
v i p

g x
≦ , (34) 

and: 

( )
, for some {1,2, , }

( )

k
k

k

f x
v k p

g x
  . (35) 

Hence, we conclude that ( , , , )u v   is an efficient 

solution of (MFD1). 

Theorem 4 (Strict Converse Duality): let x  and 

( , , , )u v   be an efficient solution for (MFP) and (MFD1), 

respectively with 
( )

,
( )

i
i

i

f x
v

g x
  for all 1,2, ,i p . 

Suppose that: 

(i) ii if v g is ( , ) ( , )i ib       – strictly invex and 

regular at , 1,2, ,u i p ; 

(ii) jh is ( , ) ( , )jc       – invex at u , 1,2, ,j m ; 

(iii) ( , ) 0( 1,2, , ), ( , ) 0ib x u i p c x u≧ ≧ ; 

(iv) 
1 1

0
p m

i ji j

i j

   
 

  ≧ . 

Then x u , u  is an efficient solution for (MFP).  

Proof: Suppose contrary to the result that x u .  

By the hypothesis (i), we have: 

2

( , )[( ( ) ( )) ( ( ) ( ))]

( , )( ), ( , ) ( , ) ,

( ), ( ), 1,2, , .

i ii i i i i

ii i i

i i i i

b x u f x v g x f u v g u

x u v x u x u

f u g u i p

     

 

   

 

   

 (36) 

From the constraint condition of (MFD1) and ( , ) 0ib x u ≧ , 

we get: 

2

( , )( ), ( , ) ( , ) 0ii i ix u v x u x u        . (37) 

Since 0i  , the above inequality yields: 

1

2

1

( , ) ( ), ( , )

( , ) 0

p

i ii i

i

p

i i

i

x u v x u

x u

    

  





 







. (38) 

Using the hypothesis (ii), we have: 

2

( , )( ( ) ( )) ( , ) , ( , )

( , ) , ( ), 1,2, , ,

j j j

j j j

c x u h x h u x u x u

x u h u j m

  

  

 

  

≧
 (39) 

Since 0, 1,2, ,j j m ≧ , the inequality follows: 

1 1

2

1 1

( , )( ( ) ( ))

( , ) , ( , ) ( , ) 0,

m m

j jj j

j j

m m

j jj j

j j

c x u h x h u

x u x u x u

 

      

 

 





 

 

≧

≧

 (40)  

From the constraint condition of (MFD1) and the above 

inequality, we obtain 

2

1 1

( , ) , ( , ) ( , ) 0
m m

j jj j

j j

x u x u x u      
 

  ≦ , (41) 

Summing up Equations (38) and (41), we concludes that 

1 1

2

1 1

( , ) ( ) , ( , )

( , ) 0

p m

i i ji i j

i j

p m

i ji j

i j

x u v x u

x u

      

    

 

 

 
   

 

 
  

 

 

 

. (42) 

The above inequality together with the hypothesis (iv) 

implies 

1 1

( , ) ( ) , ( , ) 0
p p

i i ji i j

i i

x u v x u      
 

 
   

 
  . (43) 

We have a contradiction. Hence x u . 

 

4 Wolfe duality 

 

In this section, we consider the Wolfe type dual model for 

(MFP). The Wolfe type dual can be formulated as follows: 

(MFD2): 



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(10) 151-157 Gao Xiaoyan 

155 
Information and Computer Technologies 

 

1

1 1

1

1 1

1 1

( ) ( ) ( ) ( )

max ( , ) ( , , )
( ) ( )

. .  0 ( )[ ( ) ( )]

            [ ( ) ( )] ( ),

        , , .

m m

j j p j j

j j

p

p m

i i i j j

i j

p m

i i j j i

i j

m

f u h u f u h u

G u
g u g u

s t g u f u h u

f u h u g u

R u X

 



 

 

 

 

 

 





 



   

  

  

 

 

 

. 

Let: 

0

1 1

1

{( , , )

0 ( )[ ( ) ( )] ( ),

( ) ( ) 0 with 1,2, , , ( ) 0}

m

p m

i i i i i j j

i j

m

i i i j j

j

E u X R

g u f u v g u h u

f u v g u i p h u

 

 







 



   

    

 

 

≧ ≧

 

denote the feasible set of (MFD2). 

Theorem 5. (Weak Duality)  

Let 0x X  and 0( , , )u E   . Suppose that: 

(i) 
if is ( , ) ( , )i ib       – invex at u , 

ig is 

( , ) ( , )iib       – invex and regular at , 1,2, ,u i p ; 

(ii) jh is ( , ) ( , )jc       – invex at u , 1,2, ,j m ; 

(iii) ( , ) 0, 1,2, , ,0 ( , ) 1ib x u i p c x u   ≦ ; 

(iv) 
1

( , ) 0, 0, 1,2, ,
m

j ii i j

j

b x u i p   


  ≧ ≧ . 

Then ( ) ( , )F x G u  .  

Proof: since 0( , , , )u E   , it follows that there exists 

( ), ( ), ( ), 1,2, , ,i i i i j jf u g u h u i p       

1,2, ,j m , such that: 

1 1 1 1

( ) [ ( ) ( )] 0
p m m m

i ij ji i j i j i

i j i j

g u f u h u      
   

 
    

 
   

 

Suppose contrary to the result of the theorem that 

( ) ( , )F x G u  . That implies: 

1

( ) ( )
( )

, for 1,2, ,
( ) ( )

m

ji j

ji

i i

f u h u
f x

i p
g x g u









≦ , (44) 

and 

1

( ) ( )
( )

, for some {1,2, , }
( ) ( )

m

jk j

jk

k k

f u h u
f x

k p
g x g u






 


. (45) 

Therefore: 

1

( ) ( ) ( )[ ( ) ( )]

0,for 1,2, ,

m

ji i i i j

j

f x g u g x f u h u

i p




 





≦

, (46) 

and: 

1

( ) ( ) ( ) ( ) ( ) 0

for some {1,2, , }.

m

jk k k k j

j

f x g u g x f u h u

k p




 
   

 



  (47) 

Since: 

( , ) 0, ( ) 0 and ( ) 0,( 1,2, , )ji i jb x u g u h x i p  ≦ , 

( 1,2, , )j m , the above inequalities yield 

1 1

1 1

( ) ( , )[ ( ) ( )]

( ) ( , ) ( ) ( )] 0.

p m

i ji i i j

i j

p m

i ji i i j

i j

g u b x u f x h x

g x b x u f u h u

 

 

 

 

 

 

 

 [

 (48) 

Thus: 

1

1 1 1 1

( ) ( , ) ( ( ) ( ))

( ) ( ) ( ) ( )

( , )( ( ) ( )) 0.

p

i i i i i

i

pm m m

ij j jj j i j

j j i j

i i i

g u b x u f x f u

h x h u f u h u

b x u g x g u



   



   

  


   
     

   

 



   

 (49) 

By the hypothesis (i) and (ii), we have: 

2

( , )( ( ) ( )) ( , ) , ( , )

( , ) , ( ).

i i i i

i i i

b x u f x f u x u x u

x u f u

  

  

 

 

≧
 (50) 

2

( , )( ( ) ( ))

( , )( ), ( , ) ( , ) , ( ).

i i i

ii i i

b x u g x g u

x u x u x u g u     

 

   

≧
 (51) 

2

( , )( ( ) ( ))

( , ) , ( , ) ( , ) , ( ).

j j

j j j j

c x u h x h u

x u x u x u h u     



  

≧
 (52) 

Since 0 ( , ) 1c x u ≦ , Equation (52) implies: 

2

( ) ( ) ( , ) , ( , ) ( , )j j j jh x h u x u x u x u     ≧ . (53) 

Using 0( 1,2, , )j j m ≧ , Equation (53) yields: 
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1 1

2

1 1

( ) ( )

( , ) , ( , ) ( , ) .

m m

j jj j

j j

m m

j jj j

j j

h x h u

x u x u x u

 

      

 

 





 

 

≧

 (54) 

Multiplying Equations (50) and (54) with 

( ) and ( ) ( , )i ii i ig u g u b x u  , respectively, and multiplying 

Equation (51) with 
1

( ( ) ( ))
m

i ji j

j

f u h u 


 , then summing 

these inequalities together, we obtain: 

 
1

1 1

1 1

1 1 1

1

( ) ( , ) ( ) ( )

( ) ( )

( ) ( ) ( , )( ( ) ( ))

( , ) ( ) ( ( )

( )) , ( ,

p

i i i i i

i

m m

j jj j

j j

p m

i ji j i i i

i j

p pm

i iji i j i

i j i

m

j j

j i

g u b x u f x f u

h x h u

f u h u b x u g x g u

x u g u f u

h u x u



 

 

     

  



 

 

  



  


 
  

 

 
  

 

  
    

  







 

 

  



≧

1

2

1 1

) ( )( ( , )

) ( ( ) ( )) ( , ) .

p

i i i i

i

m m

j i jj i j

j j

g u b x u

f u h u x u

 

    



 


 



  





 

 (55)  

The above inequality together with the constraint 

conditions and hypothesis (iv), implies 

1

1 1

1 1

( ) ( , ) ( ( ) ( ))

( ) ( )

( ) ( ) ,

( , )( ( ) ( )) 0,

p

i i i i i

i

m m

j jj j

j j

p m

i ji j

i j

i i i

g u b x u f x f u

h x h u

f u h u

b x u g x g u



 

 



 

 

  


 
  

 

 
 

 





 

 

≧

 (56) 

which contradicts Equation (49). This completes the proof.  

Theorem 6: (Weak Duality). Let 0x X  and 
0( , , )u E   . Suppose that: 

(i) 
1

( ) ( )
m

ji j

j

f h


   is ( , ) ( , )i ib       invex and 

regular at u , ( )ig  is ( , ) ( , )iib       invex and 

regular at , 1,2, ,u i p ; 

(ii) ( , ) 0, 1,2, ,ib x u i p  ; 

(iii) 0, 0, 1,2, ,ii i p  ≧ ≧ . 

Then ( ) ( , )F x G u  .  

Proof: the proof is similar to the Theorem 5. 

Theorem 7. (Strong Duality) Let x  be an efficient 

solution of (MFP). Suppose that there exists    and 

mR  , such that ( ) 0( 1,2, , )j jh x j m    and 

( , , )u    is a feasible solution of (MFD2). Then the 

objective function values of (MFP) and (MFD2) are equal 

at x  and ( , , )u   . 

Furthermore, if the assumptions of Theorem 8 or 

Theorem 9 hold for all feasible solutions of (MFP) and 

(MFD2), then ( , , )u    is an efficient solution of (MFD2). 

Proof: Based on the weak duality theorem, we can 

obtain the result that ( , , )u    is an efficient solution of 

(MFD2). 

Theorem 8. (Strict Converse Duality) Let x  and 

( , , )u    be an efficient solutions of (MFP) and (MFD2), 

respectively. Suppose that: 

(i) 
1

( ) ( )
( )

,  1,2, ,
( ) ( )

m

ji j

ji

i i

f u h u
f x

i p
g x g u









≦ ; 

(i) 
1

( ) ( )
m

ji j

j

f h


   is ( , ) ( , )i ib       invex and 

regular at u , ( )ig  is ( , ) ( , )iib       invex and 

regular at , 1,2, ,u i p ; 

(iii) ( , ) 0, 0, 0, 1,2, ,ii ib x u i p  ≧ ≧ ; 

Then x u , that is, u  is an efficient solution of (MFP). 

 

5 Discussion and conclusion 
 

Throughout this paper, we have established two dual 

models namely parametric duality models and Wolfe 

duality models for the multiobjective fractional 

programming problem. Several duality results were 

derived and proved with the help of ( , ) ( , )b        

Invexity assumption. The results should be further 

opportunities for exploiting this structure of the 

multiobjective fractional programming problem. 
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