Comparison of Kalman and $H\infty$ filtering algorithm in the integrated navigation system
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Abstract

The integrated navigation (SINS/GPS) makes the output velocity or position difference between strap-down inertial navigation SINS and GPS as the measured values, and then the error of integrated navigation system is estimated and corrected by one filtering method in real time. In this paper, Kalman filtering algorithm and $H\infty$ filtering algorithm are compared by estimating the error, in colored noise conditions. It can be seen that Kalman filter estimate value error larger than $H\infty$ filter’s, in the velocity and position of the three directions. Proved by simulation and experiment, $H\infty$ filtering algorithm has better stability and robustness.
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1 Introduction

The Kalman filtering is an efficient recursive filter. Kalman filtering theory is obtained in Gauss white noise conditions of the state noise and observation noise. Kalman filter needs to give the accurate system state model and statistical characteristic of noise. When the system is of colored noise or modeling errors, the filter is easy to cause the divergence. Therefore, the system is not optimal estimation. $H\infty$ filtering algorithm has strong anti interference ability. Especially, when the colored noise or interference has unknown statistical properties, the system has good robustness. $H\infty$ filtering algorithm has become a new trend of modern navigation system.

In this paper, and Kalman filtering equation is given. $H\infty$ and Kalman filtering algorithm are compared. In colored noise, Kalman and $H\infty$ filtering algorithm is optimal error estimation and simulation. The results show that, $H\infty$ filtering algorithm is more suitable for SINS/GPS precision integrated navigation.

2 The Kalman filtering algorithm for SINS/GPS integrated navigation

2.1 SINS/GPS INTEGRATED NAVIGATION BASED ON KALMAN FILTER ALGORITHM

The strapdown inertial navigation SINS is undisturbed and has a strong autonomy, but long time working can bring on cumulative errors. Global positioning system (GPS) is more stable and has no cumulative working errors, but it is easily affected by obstacles. The advantages and disadvantages of the two speed up the integrated navigation of SINS/GPS. SINS and GPS integrated navigation makes the output difference between the two as the measured value to estimate the error value by one filtering algorithm, SINS/GPS integrated navigation based on Kalman or $H\infty$ filter to realizing error compensation scheme is shown in Figure 1 below.

![FIGURE 1 GPS/SINS integrated navigation based on Kalman filtering](image)

2.2 KALMAN FILTER DESIGN

From Figure 1, it can be seen that the Kalman filter design in the system is the most important. In order to estimate the SINS errors more fully, the accelerometer errors of SINS $\dot{X}_E, \dot{V}_N, \dot{V}_U$ in three directions are also expressed as one state of system.

Based on the literature [1], the location error equations of SINS are as follows:

\[
\begin{align*}
\delta L &= \frac{\delta \dot{V}_E}{R_u + h} - \delta h \frac{V_N}{(R_u + h)^2} \\
\delta L &= \frac{\delta \dot{V}_E}{R_u + h} \sec L + \delta L \frac{V_E}{R_u + h} \tan L \sec L - \delta h \frac{V_E \sec L}{(R_u + h)^2} \\
\delta h &= \delta V_U
\end{align*}
\] (1)
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Velocity error equations in three directions are as follows:

\[
\begin{align*}
\dot{V}_e &= f_e \dot{\theta}_e - f_e \dot{\phi}_e + \left( \frac{V}{R_h} \tan L - \frac{V_f}{R_h} \right) \dot{V}_e + (2 \omega_2 \sin L + \frac{V}{R_h}) \dot{V}_e - (2 \omega_2 \cos L + \frac{V}{R_h}) \dot{V}_e + \\
\dot{V}_n &= f_n \dot{\theta}_n - f_n \dot{\phi}_n - 2(\omega_2 \sin L + \frac{V}{R_h}) \dot{V}_n + 2V_n \dot{V}_n - 2(\omega_2 \cos L + \frac{V}{R_h}) \dot{V}_n + \\
\dot{V}_u &= f_u \dot{\theta}_u - f_u \dot{\phi}_u + 2(\omega_2 \cos L + \frac{V}{R_h}) \dot{V}_u + 2V_u \dot{V}_u - 2(\omega_2 \sin L) \dot{V}_u \sin L \dot{L} + \dot{V}_u
\end{align*}
\]

(2)

2.2.1 The establishment of the state equation

Accelerometer error \( \dot{V}_e, \dot{V}_n, \dot{V}_u \) mainly contains zero bias \( V_{A_e}, V_{A_n}, V_{A_u} \) and white noise \( \omega_{A_e}, \omega_{A_n}, \omega_{A_u} \), namely:

\[
\begin{align*}
\dot{V}_e &= V_{A_e} + \omega_{A_e} \\
\dot{V}_n &= V_{A_n} + \omega_{A_n} \\
\dot{V}_u &= V_{A_u} + \omega_{A_u}
\end{align*}
\]

(3)

From Equations (1), (2), (3), it can get the state equation of the filter:

\[
\dot{X}(t) = F(t)X(t) + W(t)
\]

(4)

The state vector \( X \) contains nine state:

\[
X = [\dot{V}_e, \dot{V}_n, \dot{V}_u, \dot{L}, \dot{\theta}, \dot{\phi}, \dot{h}, V_{A_e}, V_{A_n}, V_{A_u}]^T
\]

(5)

\( W(t) \) is the noise vector:

\[
W = [\omega_{A_e}, \omega_{A_n}, \omega_{A_u}, 0, 0, 0, 0, 0, 0]^T
\]

(6)

Coefficient matrix \( F \):

\[
F = \begin{bmatrix}
F_{(6 \times 6)} & F_{(6 \times 3)} \\
F_{(3 \times 6)} & O_{(3 \times 3)}
\end{bmatrix}
\]

(7)

\( F_{(6 \times 6)} \) is the coefficient matrix of inertial navigation error equation, \( F_{(6 \times 3)}, F_{(3 \times 6)} \) is respectively

\[
F_{(6 \times 6)} = \begin{bmatrix}
O_{(6 \times 3)} \\
I_{(3 \times 3)}
\end{bmatrix}
\]

(8)

2.2.2 The establishment of the measurement equation.

Suppose \( L, \lambda, h, V_{SE}, V_{SN}, V_{SU} \) are the carrier the real position and speed, then the output position and speed can be represented as:

\[
\begin{align*}
V_{SE} &= V_{SE} + \delta V_e \\
V_{SN} &= V_{SN} + \delta V_n \\
V_{SU} &= V_{SU} + \delta V_u \\
L_\alpha &= L_\alpha + \delta L \\
h_\beta &= h_\beta + \delta h
\end{align*}
\]

(10)

The output of GPS position and velocity can be expressed as:

\[
\begin{align*}
V_{GE} &= V_{GE} + \omega_{SAVE} \\
V_{GN} &= V_{GN} + \omega_{SAVN} \\
V_{GU} &= V_{GU} + \omega_{SAVU} \\
L_\alpha &= L_\alpha + \omega_{SAL} \\
h_\beta &= h_\beta + \omega_{SAL}
\end{align*}
\]

(11)

The input of the filter is positioning error difference between SINS and GPS. The input is defined as:

\[
Z = \begin{bmatrix}
V_{SE} - V_{GE} \\
V_{SN} - V_{GN} \\
V_{SU} - V_{GU} \\
L_\alpha - L_\alpha \\
h_\beta - h_\beta
\end{bmatrix} = H(t)X(t) + V(t)
\]

(12)

Equation (12) constitutes the measurement equation of filter.

The Kalman filter state equation and measurement equation are constituted by (4) and (12). The continuous differential equations are transferred into discrete first-order differential equations as follows [2-3]:

\[
\begin{align*}
X_k &= \Phi_{k,k-1} X_{k-1} + W_k \\
Z_k &= H_k X_k + V_k
\end{align*}
\]

(13)

\( \Phi_{k,k-1} \) is the system state transition matrix from \( k-1 \) to \( k \). \( W_k, V_k \) is respectively discrete system noise and measurement noise, with this, we can get the discrete Kalman filter process [4].
3 SINS/GPS integrated navigation based on $H\infty$ filter algorithm

3.1 $H\infty$ filtering algorithm

Currently, $H\infty$ filtering algorithm as a kind of typical robust filtering method, is now attracting widespread attention. Compared with the traditional Kalman filtering method, $H\infty$ filtering doesn’t need to know the system external noise prior knowledge and accurate mathematical model of the system. It is only required that the disturbance is bounded. Because the GPS assistant, system outside interference in general does not appear large range fluctuation. $H\infty$ filtering can be used on the system to estimate the speed and position error. The precision of integrated navigation system is improved by correcting the SINS error.

3.2 $H\infty$ FILTER DESIGN

According to the literature [5], for a nonlinear discrete system there are:

$$X_{k+1} = f(X_k) + B_k W_k$$
$$Y_k = C_k X_k + D_k V_k$$
$$Z_k = L_k X_k$$

(20)

Expand the nonlinear function $f(X_k)$ at $\hat{X}_{k,k}$ using Taylor series:

$$f(X_k) = f(\hat{X}_{k,k}) + \frac{\partial f}{\partial X} |_{X_k} = X_k$$

$$\dot{X}_{k,k} = (X_k - \hat{X}_{k,k}) + O(X_k - \hat{X}_{k,k})$$

Suppose:

$$A_k = \frac{\partial f}{\partial X} |_{X_k} = \dot{x}_{k,k}$$
$$P_k = f(\hat{X}_{k,k}) - A_k X_k$$
$$s_k = O(X_k - \hat{X}_{k,k})$$

(22)

The system quation (20) can be rewritten as:

$$X_{k+1} = A_k X_k + P_k + s_k + B_k W_k$$
$$Y_k = C_k X_k + D_k V_k$$
$$Z_k = L_k X_k$$

(23)

$H\infty$ filtering is finally to design a filter, satisfying the performance index:

$$J = \|Z_k - \hat{Z}_k\|^2 < \gamma^2 (\|W_k\|^2 + \|V_k\|^2 + \|s_k\|^2)$$

(24)

That is to say, the estimation error is less than $\gamma$ time of the noise. So that the estimation error can be limited at a lower level.

Considering the filter equation as follows:

$$\dot{\hat{X}}(k+1) = A_k \hat{X}(k) + K_k [Y(k) - C_k (\hat{X}(k))]$$

(25)

Conclusion: there exists symmetric positive definite matrices $P$, make $J < \gamma^2$ satisfy Ricciti Equation [6-7]:

$$P(k+1) = (A_k - K_k C_k) H^{-1}(A_k - K_k C_k)^T + (B_k - K_k D_k)(B_k - K_k D_k)^T + K_k H^{-1} C_k (D_k D_k^T + C_k H^{-1} C_k^T)^{-1}$$

$$H_k = P^{-1}(k) - L / \gamma^2$$

When $\gamma \to \infty$, $H_k \to P^{-1}(k)$, the filter is transformed into Kalman filter.

When $\gamma \to \infty$, minimum variance estimation can be got, but it has the worst robustness.

When tends to be minimum, it can get the best robustness, but the variance is not minimum.

So it is necessary to select a proper $\gamma$. It can say that $H\infty$ filter is a Kalman filter which introduces an adjustable parameter $\gamma$.

4 The simulation results of the two filter algorithm

In colored noise environment, the initial reference data used in the simulation experiment [8-9] is as follows.
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The initial position error: \(\delta l_0 = \delta h_0 = 0.001 m, \delta h_0 = 0.01 m\). The initial velocity error is \(\delta V_{l0} = \delta V_{h0} = \delta V_{u0} = 0.01 m/s\). The accelerometer zero offset is \(VA_e = VA_n = VA_u = 10 \times 10^{-6} g\). Inertial navigation platform error Angle is \(\phi_e = \phi_n = \phi_u = 0.5'\). Adjustable parameters: \(\gamma = 3\). The simulation time: \(t = 500s\).

4.1 THE SIMULATION RESULTS OF POSITION ERROR

4.2 THE SIMULATION RESULTS OF VELOCITY ERROR

4.3 THE RESULT ANALYSIS OF SIMULATION EXPERIMENT

See to Table 1-2, at the velocity and position of the three directions, Kalman filter estimate value error larger than \(H\infty\) filter’s. For example, Kalman filter velocity error estimates range up to 1.2m/s, \(H\infty\) filter velocity error maximum is only 0.5m/s. The curve can be seen, in the three directions of the velocity and position, improved \(H\infty\) filter error estimate value is very smooth. The Kalman filtering algorithm in the process of filtering is not stable, and the fluctuating range is very large.

### TABLE 1 The velocity error estimated result

<table>
<thead>
<tr>
<th>Velocity error (m/s)</th>
<th>Kalman filter</th>
<th>Improved (H\infty) filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern velocity error (\delta V_e)</td>
<td>-0.208</td>
<td>-0.075 to -0.0948</td>
</tr>
<tr>
<td>North velocity error (\delta V_n)</td>
<td>-0.900</td>
<td>-0.410 to -0.126</td>
</tr>
<tr>
<td>Up velocity error (\delta V_u)</td>
<td>-0.252</td>
<td>-0.096 to -0.104</td>
</tr>
</tbody>
</table>

### TABLE 2 The position error estimated result

<table>
<thead>
<tr>
<th>Position error (m)</th>
<th>Kalman filter</th>
<th>Improved (H\infty) filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern position error (\delta P_e)</td>
<td>-3.457 to -3.838</td>
<td>-0.734 to -1.085</td>
</tr>
<tr>
<td>North position error (\delta P_n)</td>
<td>-4.235 to -4.184</td>
<td>-0.921 to -0.981</td>
</tr>
<tr>
<td>Up position error (\delta P_u)</td>
<td>2.786 to -4.022</td>
<td>-0.972 to -0.790</td>
</tr>
</tbody>
</table>
5 Conclusion

Integrated navigation makes full use of the advantages of SINS and GPS. This paper, in colored noise conditions, using the Kalman filtering algorithm and $H\infty$ filtering algorithm, complete the navigation position and velocity error simulation experiment. The experiment results show that, in the error estimation process, $H\infty$ filtering algorithm can suppress nonlinear noise better. Therefore, in integrated navigation system which is nonlinear, $H\infty$ filtering algorithm is superior to the traditional Kalman filter.
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