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Abstract 

Aiming at the problems - edge response in the traditional SIFT descriptor and the insufficient correct matching feature points, the 

work proposed a kind of improved SIFT Image Matching Detection Algorithm. The candidate key point was firstly detected by the 

SIFT algorithm; Canny edge detection algorithm was used to detect image edge points; it was judged whether the candidate key point 

needed to be eradicated by comparing whether the candidate key point equals to the coordinates of edge points; K-means clustering 

pattern, which is combined by the vector space cosine similarity and vector Euclidean distance similarity, was adopted to perform 

global image similarity matching. Finally, RANSAC algorithm was used to further get rid of the wrong matching. The experimental 

result indicates the improved method greatly enhances the stability of SIFT algorithmic and the accuracy rate of matching. 
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1 Introduction 

 
Image matching technique has become the research focus 

in the fields of computer vision and digital image 

processing. At present, image matching methods are 

mainly based on two methods [1] of pixel and features. 

Especially the SIFT algorithm that is presented by David 

G. Lowe [2-3] in 1999, with favourable invariance 

property on the conditions of image rotation, measure 

scaling, affine transformation and change of view. Based 

on that the identification and matching of SIFT feature 

are used in many fields, such as target identification [4-

5], image stitching [6], and mobile robot localization and 

mapping [7-8]. 

Even though SIFT algorithm is successfully applied in 

many fields, SIFT algorithm itself also has obvious 

defects, because the DOG operator adopted in SIFT 

algorithm has strong edge response; therefore lots of 

unstable edge response points exist in the produced 

feature points, and the Canny edge detection algorithm in 

this work removes unstable edge response points. In the 

field of engineering mathematics, the most common 

vector similarity measurement method is that the cosine 

similarity determines its degree of vector direction 

difference by comparing the included angle of the vector 

space between two vectors. The more consistent the 

direction is, the greater the similarity is; on the contrary, 

the similarity is less in the opposite direction. This 

similarity evaluation method only applies the direction 

information of the vector; therefore, this work proposes a 

kind of better similarity, the combination of included 

angle cosine similarity and the Euclidean distance. 

Finally, we use RANSAC to remove the wrong matching 

and mismatching. The experimental result indicates that 

this algorithm keeps the robustness of the previous 

algorithm, and meanwhile improves the accuracy rate of 

the algorithm stability and matching. 

 

2 Feature extraction of the SIFT and Canny 

combination 

 

Because the DOG operator used in SIFT algorithm will 

produce strong edge response, the generated feature 

points contain lots of unstable edge response points. 

Therefore, this work adopts Canny edge detection 

algorithm on the basis of the classic SIFT features to 

extract more stable features aiming at the edge response, 

providing a good foundation for the later feature 

matching. The feature extraction mainly includes 

following five steps. 

1. Construct DOG scale space  

In order to effectively detect the stable key point in 

scale space, Lowe [3] puts forward the DOG scale-space, 

which is produced by different scales of DOG and image 

convolution. 
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 ,I x y  is the original image, and   is scale coordinate. 

2. Detecting the extreme point of the scale space  

In the process of detecting the scale space extreme 

value, the current detected pixel needs to compare with 

the 8 adjacent pixels at the same scale and the 9*2 pixel 

at the closely corresponding position of the 2 high and 

low scale. 

3. Removing the unstable edge point 
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For all of the candidate feature points detected by 

extreme value detection, it is needed to eradicate the 

unstable edge point by means of the 2 following steps.  

The first step is to eradicate the unstable edge 

response point by means of 2*2 Hessian matrixes. The 

form of H matrix is 
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where   is the specific value between the maximum 

feature value and the minimum feature value, which is 

applied to control the stability of the feature point. 

The second step is to eradicate the unstable edge point 

by means of Canny edge detection algorithm. 

Firstly, we need to calculate the position of each 

feature point 
1F  on the original image after eradicating 

unstable edge response by means of principal curvatures, 

and then use Canny algorithm to detect the edge point. 

For each edge point 
2F , we use Canny to calculate the 

point set 
3F  within the 3*3 field. Finally, we check if the 

coordinates are equal by performing comparison on the 

candidate key point 
1F  and edge point 

2F . The key point 

1F  is abandoned if it’s equal. If it’s unequal, 
1F  continues 

to compare with 
3F . If something in point set 

3F  is equal 

to the 
1F  coordinate, the key point 

1F  is abandoned. The 

key point 
1F  is preserved if no equal points exist. 

4. Calculating the direction of the key point 

The DOG convolution image is used to determine the 

only direction of the feature point in order to make the 

feature vector satisfy the rotational invariance. The 

formula of calculating the gradient magnitude m  and the 

direction   is [11-12]: 
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In order to improve the stability of the gradient 

calculation, the neighbourhood gradient histogram with 

the feature point as the centre is calculated, and the peak 

value of the histogram represents the direction of the 

feature point. 

5. Constructing the descriptor of the feature vector 

After choosing 16*16 field with feature point as the 

centre, it is divided into 4*4 image subblocks, 8 

directions of vector information of each pixel is 

identified, and thus the 4 4 8 128    dimension 

feature vector can be generated. The illumination 

invariance of the vector can be improved by means of the 

uniformization on the feature vector. 

 

3 Matching strategy improvement of feature vector 

 

The classic SIFT feature matching is realized by 

calculating the Euclidean distance between all the feature 

points in an image and those in another image. For 

example, a feature point 
1a  in the Image A wants to find 

an accurate matching point 
1b  from the Image B, the 

Euclidean distance between the feature point 
1a  and all 

the feature points in the Image B, and then 
1b  is obtained 

after comparison. Because the Euclidean distance of all 

the features in the Image B should be calculated when 

matching is performed on each feature point, the 

calculated amount is large, and the information of feature 

points cannot be sufficiently used.  

1. The following aspects are improved, and the 

feature points are separated into several kinds for 

performing K-means cluster on the stable SIFT feature 

points, the basic principle is that higher similarity exists 

between the same kind, but the difference is larger 

between different kinds. 

2. The measurement form of the feature descriptor 

similarity is improved, and uses the combination of the 

Euclidean distance and included angle cosine to replace 

the Euclidean distance, thus sufficiently applies the size 

and direction of the feature vector, enhancing the 

accuracy rate. 

3. Using RANSAC to cancel the wrong matching, and 

improve the accuracy rate. 

 

3.1 FEATURE POINTS CLUSTER BY K-MEANS 

 

The K-means plan is adopted in this work in order to 

perform matching on the feature points with similar 

descriptors during the matching. The process of 

calculation: 

1. After inputting A and B images, the stable SIFT 

features are calculated, which are feature group des1 and 

des2, respectively. 

2. Use K-means cluster feature to separate the feature 

group des l and des 2 into 5 groups, the 5 feature groups 

of the first group are des11, des12, des13, des14 and 

des15; and the 5 feature groups in the second group are 

des21, des22, des23, des24 and des25. 

3. The cluster centre in the 5 feature groups of the 

first group are separately c11, c12, c13, c14 and c15, the 

cluster centre in the 5 feature groups of the second group 

are c21, c22, c23, c24 and c25, respectively. The closest 

cluster centre from the 5 cluster centres are found in the 

second group, and all the feature points with the c11 are 

used as the cluster centre to be matched with all the 

feature points of the closest cluster centre to the c11. 

Matching can be performed on the other feature groups in 

the first group accordingly. 
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3.2 USING THE EUCLIDEAN DISTANCE AND THE 

INCLUDED ANGLE COSINE AS THE 

SIMILARITY  

 

In the classic SIFT algorithm, the Euclidean distance of 

SIFT feature vector is adopted to calculate the similarity 

between a pair of SIFT features in two images, thus only 

the size of the feature vector is used, but the direction of 

feature vectors are not sufficiently used, so this work uses 

both Euclidean distance and the included angle cosine. 

The distance between vectors satisfying the Euclidean 

distance and the direction between the vectors should 

satisfy the included angle cosine, thus the size and 

direction of the feature vector can be sufficiently used. 

The Euclidean distance between two n  dimension 

points  1 2 3, , ,... nx x x x x  and  1 2 3, , ,... ny y y y y  is 

identified as: 
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The data range for the included angle cosine is [-1,1]. 

The included angle of two vectors is smaller if the 

included angle cosine is larger. The maximum value 1 of 

the included angle cosine shall be performed when the 

direction of the two vectors is overlapped, when the 

direction of two vectors is completed opposite, the 

minimum value 1 of the included angle cosine shall be 

adopted. 

 

3.3 USE RANSAC TO CANCEL THE WRONG 

MATCHING 

 

This work adopts RANSAC to cancel the wrong 

matching. The input of the RANSAC algorithm contains 

a group of observed data and a parameter model 

appropriate for observing the data. The steps of 

RANSAC algorithm are as follows [13-15]: 

1. There is a model, which is appropriate for the 

assumed inside point, which means all of the unknown 

parameters can be calculated from the assumed inside 

points. 

2. The model zone obtained from 1. is used to test all 

of the other data, if some point is appropriate for the 

estimated model, which is recognized as the inside point. 

3. If sufficient pints are classified into the assumed 

inside points, then the estimated model is sufficiently 

reasonable. 

4. Use all the assumed inside points to reevaluate the 

model. 

5. Finally, the model is evaluated by assessing the 

error rate of the inside points and the model. 

 

4 Experimental result and analysis 

 

The original SIFT feature matching algorithm and the 

improved algorithm are separately used to perform 

rectification on the image and analyse the result. The 

experiment is performed under the hardware environment 

of Intel(R) Core(TM)2 Duo CPU E6550 2.33GHz and 2 

GB computer memory, and the simulated experimental 

environment is the MATLAB 7.8 of Windows XP. 

(1) In the feature extraction phase, several 

experiments and data indicate, the feature extracted by 

the SIFT algorithm after being optimized by the Canny 

algorithm is more stable than the original SIFT feature, 

which meanwhile provides good basis for the later 

matching. 30 pairs of images are selected in the 

experiment; each pair is captured from different angles, 

the images of the same scene with different scaling, 

different rotation angles and view change are used as the 

required data of the experiment. Limited by the length of 

this work, one group of images will be mainly analysed 

in image 1; the size of the image is 640*480. The two 

images of this group are marked by the original reference 

image and the original image without rectification, 

respectively.  

                 
(a)Original reference image (b)Original image without rectification 

FIGURE 1 Original image 

The unstable edge point is not favourably eradicated 

in the classic SIFT feature extraction, so the feature 

extracted by the algorithm in this work is more stable. 

The following image is the feature extraction result and 
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the original one. Under the same conditions, the 

experimental result indicates that the SIFT feature 

presented in the first image is 1229, and the SIFT feature 

presented in the second image 2012. In the algorithm of 

this work, the feature extracted from the first image is 

951, and the feature extracted from the second image 

1551. 278 unstable edge points are removed in the first 

image feature, and 461 unstable edge points are 

eradicated in the second image feature. 23% edge points 

are averagely removed. These edge points are the wrong 

results which are generated when the image is affected by 

the noise, the feature point extracted by the algorithm of 

this work greatly enhances the robustness of the SIFT 

algorithm. The experimental results of 5 images are 

presented in the following Table 1. 

                  
(a)SIFT feature extraction (b)SIFT feature extraction  

FIGURE 2 Original SIFT feature 

TABLE 1 Quantity comparison of feature points between the classic SIFT algorithm and the algorithm  

 The 1st image The 2nd image The 3rd image The 4th image The 5th image 

Feature points of classic SIFT 847 479 1535 936 596 

Feature points extracted by the algorithm in this paper 604 299 1397 711 427 
Unstable edge points eradicated by the Canny 243 180 132 225 169 

(2) In the phase of rectification, the original SIFT 

matching algorithm and the matching algorithm are 

separately used to perform feature matching on the Figure 

1 in order to testify the validity of the algorithm. The 

final matching feature points of the original SIFT 

matching algorithm are totally 65. The feature matching 

in the matching algorithm of this work is used, the 

matching points of the first group is 70, the matching 

points of the second group 51, the matching points of the 

third group 29, the matching points of the fourth group 

83, the matching points of the fifth group 50, and finally 

the matching points 283, which is 4 times of the previous 

algorithm. The experimental result is shown as the 

following figures. 
 

  
Original SIFT feature matching result Matching result of the 1st group in the algorithm of this paper 

  
Matching result of the 2nd group in the algorithm of this paper Matching result of the 3rd group in the algorithm of this paper 
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Matching result of the 4th group in the algorithm of this paper Matching result of the 5th group in the algorithm of this paper 

FIGURE 4 Feature matching 
 

TABLE 2 Matching quantity comparison of feature points between the classic SIFT algorithm and the algorithm 

 The 1st pair of image The 2nd pair of image The 3rd pair of image The 4th pair of image 

Matching feature points of the original SIFT 
matching algorithm 

19 31 54 72 

Matching feature points of the matching 

algorithm in this paper 
49 102 224 280 

 

The experimental results indicate that the matching 

feature points of the algorithm increase obviously 

compared to the original algorithm, which enhances the 

robustness of the feature and the stability of the matching. 

 

5 Conclusions 

 

On the basis of analysing the SIFT feature matching 

algorithm, this work puts forward that the improved 

accurate image matching algorithm based on the stable 

SIFT reduces the wrong matching rate, which improves 

the accuracy rate of the image matching. The work adopts 

Canny to remove unstable edge points on the classic 

SIFT feature, extracts the SIFT feature which has strong 

anti-noise capacity, and meanwhile performs K-means 

cluster on the extracted feature points, performs feature 

matching on the corresponding cluster area, Euclidean 

distance and the included angle cosine are adopted to be 

as similarity during matching, and completely apply the 

size and direction of the feature vector. Finally, the 

RANSAC algorithm is used to remove the mismatching. 

The algorithm in this work improves the stability and 

accuracy rate of the matching. 
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